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Preface

It is our great pleasure to present the proceedings of the 15th International Confer-
ence on Analytical and Stochastic Modelling Techniques and Applications
(ASMTA 2008) that took place on the beautiful island of Cyprus for the first time.

The conference has become an important annual event in the fields of an-
alytical modelling and performance evaluation in Europe and internationally.
Nevertheless, efforts have been made year after year to raise the standard and
the quality of the programme. This year the proceedings are published as part of
Springer’s prestigious Lecture Notes in Computer Science (LNCS) series. This is
another sign of the growing confidence in the quality standards and procedures
followed in the reviewing process and the programme compilation.

The conference was honored to have a distinguished keynote speaker in the
person of Raymond Marie from IRISA/INRIA, France, who is a prominent figure
of the analytical modelling community in Europe and worldwide. The conference
had a high-quality programme with an acceptance ratio of 40%. The programme
comprised 22 high-quality papers organized into 7 sessions. Almost every paper
was peer reviewed by three reviewers from the International Programme Com-
mittee. The reviewers were truly wonderful this year, as well, and in most cases
the reviews provided valuable comments that contributed to increasing the qual-
ity of the final versions of the papers. In many cases, discussion panels were also
organized when the reviews were not decisive.

We would therefore like to give a special thanks to all the members of the
International Programme Committee for the excellent work in the reviewing
process and the subsequent discussion panels during the selection process.

Keeping the traditions, ASMTA was co-located with the European Confer-
ence on Modelling and Simulation, the official conference of the European Coun-
cil on Modelling and Simulation, and also the International Conference on High
Performance Simulation. This gave participants of ASMTA a unique opportu-
nity to interact with colleagues from these very relevant and complementary
areas. They also enjoyed the keynote talks delivered by prominent figures in
those areas.

The local organizers made every effort to make the conference a memorable
event. For that we give them our sincere thanks and appreciation.

April 2008 Khalid Al-Begain
Armin Heindl
Miklós Telek
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Markovian Characterisation of H.264/SVC

Scalable Video

Dieter Fiems, Veronique Inghelbrecht, Bart Steyaert, and Herwig Bruneel

SMACS Research Group
Department of Telecommunications and Information Processing, Ghent University

St-Pietersniewstraat 41, 9000 Gent, Belgium
{df,vi,bs,hb}@telin.UGent.be

Abstract. In this paper, a multivariate Markovian traffic model is pro-
posed to characterise H.264/SVC scalable video traces. Parametrisation
by a genetic algorithm results in models with a limited state space which
accurately capture both the temporal and the inter-layer correlation of
the traces. A simulation study further shows that the model is capa-
ble of predicting performance of video streaming in various networking
scenarios.

1 Introduction

A video stream is called scalable if parts of the stream (layers) can be removed
such that the resulting substream forms another valid video stream for some
decoder [1]. The benefits of efficient scalable video coding for video transmission
over packet-switched networks include, amongst others, support for heteroge-
neous clients in multicast transmission scenarios and the capability of graceful
degradation of the video quality if required by the network conditions. Since a
single stream offers the same content in different formats, heterogeneous clients
may decode multicast video streams in their preferred format: preferred spatial
and temporal resolution and preferred fidelity. Moreover, by service differenti-
ation the network can ensure delivery of some substreams of the video stream
while discarding other substreams during network congestion. From the vantage
point of the receivers, the perceived video quality then degrades gracefully during
congestion by reducing the spatial or temporal resolution or the fidelity.

This contribution addresses the statistical characterisation of H.264/SVC scal-
able video streams. Sufficiently detailed statistical traffic models are important
for network design and performance evaluation [2]. A good statistical model is
able to predict performance of the real video source in various networking scenar-
ios. It should lead to comparable performance predictions when used instead of
the actual video traces. Furthermore, if the model is to be used as input for vari-
ous queueing analyses, the mathematical tractability of the associated queueing
models is an additional requirement. Obviously, there is a trade-off between the
mathematical tractability and the complexity and accuracy of the video models.

K. Al-Begain, A. Heindl, and M. Telek (Eds.): ASMTA 2008, LNCS 5055, pp. 1–15, 2008.
c© Springer-Verlag Berlin Heidelberg 2008



2 D. Fiems et al.

Characterisation of variable bit rate video has been an active research area for
almost 20 years. See amongst others the survey by Izquierdo and Reeves [5] on
statistical traffic models for MPEG-1 encoded video. Proposed statistical models
include Markovian processes [6,7,8,9,10], autoregressive processes [11,12], spatial
renewal processes [13] and self-similar processes [14]. Although video coding
standards such as MPEG-2, H.263 and MPEG-4 Visual already support various
scalability modes, they have been rarely used in practice due to decreased coding
efficiency and increased coding complexity [1]. These issues however have recently
been addressed in the H.264/SVC standard.

Hence, few statistical traffic models focus on the scalability of the video
sources. Existing models describe two layers at most; a base layer and a temporal
enhancement layer. However, traffic models for H.264/SVC video need to take
into account the correlation between the base and enhancement layers not only in
the temporal, but also in the spatial and quality scalable dimensions. Capturing
the multi-layered structure of H.264/SVC is the subject of this paper.

In this contribution, we propose a multivariate Markovian model — in par-
ticular, a multi-class discrete batch Markovian arrival process (DBMAP) —
to characterise H.264/SVC scalable video. This model can capture the tem-
poral correlation as well as the correlation between the different layers of the
H.264/SVC source. Moreover, the associated queueing behaviour can be inves-
tigated efficiently by means of matrix analytic methods [3, 4].

We use a genetic algorithm to parametrise the Markovian model for a given
trace. The genetic approach for video characterisation has recently been proposed
by Kempken and Luther [15] in the context of characterising single layer H.264
video sources at the group of pictures (GOP) level. These authors show that
a genetic approach yields Markovian models with small state spaces that can
capture the time correlation of the trace accurately. We here extend the approach
of [15] to Markovian characterisation of multi-layered video at the sub-GOP level.
In particular, the different types of slices are grouped into a number of traffic
classes and the H.264/SVC source is investigated at the traffic class level. A key
notion of the present approach is the matrix-valued covariance function which is
used to assess the fitness (see further) of the Markov model. As opposed to the
correlation function used in [15], the covariance function depends on the second
order moments in each of the Markov states. Hence, inter-layer correlation is
taken into account while assessing the fitness of the model.

The remainder of this paper is organised as follows. In the next section, the
H.264/SVC traces and their statistical properties are introduced. We then focus
on the properties of the multivariate Markovian process in section 3. The genetic
algorithm for video characterisation is presented in section 4 and numerically
evaluated in section 5. Finally conclusions are drawn in section 6.

2 H.264/SVC Traces

The H.264/SVC traces are encoded with the SVC reference software version
JSVM 8.9. We characterise two traces: a trace of the movie “Brotherhood of
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Fig. 1. Group of picture structure of the H.264 traces under consideration

the Wolf” consisting of 13447 GOPs and a trace of the movie “Pirates of the
Caribbean” consisting of 12770 GOPs. Both traces are encoded into a base layer
and a Medium Grain Scalability (MGS) quality enhancement layer. Further,
within each of these layers there are 5 temporal layers as depicted in Figure 1.
Notice that I, P and B slices refer to intra-picture predictive coded, inter-picture
predictive coded and bi-directional predictive coded slices respectively. In total,
there are 2× 16 slices per GOP. The frame rate is equal to 25 frames per second
— hence a GOP corresponds to 0.64s — and the spatial dimensions are equal to
720×304 pixels for the base layer as well as for the enhancement layer. Encoder
quality parameters (QP, MeQP1 to MeQP5 and MeQPLP) are set to 31 and 25
for the base layer and the enhancement layer respectively. Further information
on H.264/SVC encoding can be retrieved from [1].

As already mentioned, we here investigate the H.264/SVC sources at the
traffic class level. We define the following 4 traffic classes:

– class 1: I and P slices of the base layer;
– class 2: B slices of the base layer;
– class 3: I and P slices of the quality enhancement layer;
– class 4: B slices of the quality enhancement layer.

The correspondence between these traffic classes and the different slices of the
GOP is also illustrated in Figure 1.

Although we focus on the traffic classes defined above in the remainder of this
contribution, our approach also works for different sets of traffic classes. From
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the vantage point of characterising the video source at the traffic class level, a
trace is a series of row vectors X = {Xk, k = 0, . . . , N − 1} where Xk is a row
vector of size C whose jth element Xk,j equals the number of bytes of class j
that are generated during GOP k. Here, N denotes the number of GOPs in the
trace and C denotes the number of traffic classes. Given the trace X , we now
define some statistics.

The sample mean (row) vector and the C × C sample covariance matrix of
the trace are defined as,

X̄ =
1
N

N−1∑

n=0

Xn , cov(X) =
1
N

N−1∑

n=0

X ′
nXn − X̄ ′X̄ , (1)

respectively. Here the vector Y ′ is the transposed of the vector Y . Notice that
we use the biased estimator of the covariance matrix. This will hardly influence
the results since the numbers of GOPs N in the traces under consideration are
sufficiently large.

With the trace X we associate the sum traces S(k)(X) = {S(k)
n (X), n =

0, . . . , N − 1}, with,

S(k)
n (X) =

(n+k) mod N∑

i=n

Xi . (2)

for k = 0, 1, 2, . . .. The (matrix valued) sample covariance function then maps k
onto the sample covariance matrix of S(k)(X),

cf(k) =
1
N

N−1∑

n=0

S(k)
n (X)′S(k)

n (X) − (k + 1)2X̄ ′X̄ , (3)

for k = 0, 1, 2, . . ..
Of particular interest for the statistical characterisation of the video source at

the traffic class level are the scalar valued covariance functions of the aggregated
traffic of a subset of the traffic classes. Let C be any subset of the set of traffic
classes {1, 2, . . . , C} and let XC denote the series

XC =

⎧
⎨

⎩
∑

j∈C
Xk,j , k = 0, 1, . . .N − 1

⎫
⎬

⎭ . (4)

The corresponding scalar valued covariance function cfC(k) then equals,

cfC(k) = εC cf(k)ε′C , (5)

with εC a row vector of size C whose ith element equals 1 if i is an element of C
and 0 if this is not the case.
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3 The Multi-Class DBMAP

Let q = {qi, i = 0, 1, . . .} denote an irreducible Markov chain defined on a finite
state space K = {1, . . . , K}. Such a Markov chain is completely characterised by
the transition probabilities γi,j , i, j ∈ K. Further, let Γ = [γi,j ]i,j∈K denote the
K×K transition matrix of the Markov chain and let π = [π1, . . . , πK ] denote the
row vector of its steady state probabilities. The vector π is the unique normalised
solution of π = πΓ . The Markov chain q is referred to as the modulating Markov
chain of the DBMAP.

A multi-class discrete-time batch Markovian arrival process x = {xk, k =
0, 1, 2, . . .} is a discrete time stochastic process which takes values in RC such
that the multivariate distribution of xk only depends on the states qk and qk+1

of the modulating Markov chain (for all k). Hence, this process is completely
characterised by the transition matrix Γ of the modulating Markov chain and the
doubly indexed set of multivariate distribution functions {Φi,j(y), i, j ∈ K, y ∈
RC}. Φi,j(y) = Pr[xk,1 < y1, . . . xk,C < yC |qk = i, qk+1 = j] is the multivariate
distribution of xk given qk = i and qk+1 = j. Here xk,j and yj are the jth entries
of the vectors xk and y respectively. Notice that in literature DBMAPs only take
values in NC . The process described here is somewhat more general but we will
also refer to it as a DBMAP. However, one may discretise the traffic model for
performance evaluation purposes. The resulting process is then a DBMAP as
described in literature.

In the remainder, we will make the additional assumptions that (i) the process
xk at time k only depends on qk and (ii) that for a given state qk, the random
vector xk is multivariate normally distributed. Hence, the process (xk, qk) is
completely characterised by the transition matrix Γ and the following mean
vectors and covariance matrices in the different states i ∈ K,

μi = E[xk|qk = i] , Ωi = E[x′
kxk|qk = i] − μ′

iμi . (6)

Notice that the normal distribution takes negative values with a positive prob-
ability. This probability will however turn out to be negligibly small for the
DBMAPs that characterise the video traces.

We now retrieve some characteristics of the process x in terms of the char-
acteristics Γ , π, μi and Ωi of the multi-class DBMAP. The mean vector μ and
covariance matrix Ω are given by,

μ =
∑

i∈K
πiμi , Ω =

N∑

i=1

πi(Ωi + μ′
iμi) − μ′μ . (7)

Further, let s(k) = {s(k)
n , n = 0, 1, 2, . . .} denote the sum process corresponding

to x. Here s
(k)
n is defined as,

s(k)
n =

n+k∑

i=n

xi . (8)
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The matrix valued covariance function Θ(k) of the DBMAP then maps k on the
covariance matrix of the process s(k),

Θ(k) = E[(sn(k) − E[sn(k)])′(sn(k) − E[sn(k)])] . (9)

Since we have sn(k) = sn(k − 1) + xn+k and by conditioning on the states
of the modulating Markov chain, one shows that the covariance function can be
obtained recursively by means of the following expressions,

Θ(k) = Θ(k − 1) + Ψ(k) + Ψ(k)′ , (10)

with,

Θ(0) = Ω ,

Ψ(k) =
∑

i,j∈K
ψi(k − 1)′μjγi,j ,

ψl(0) = μlπl ,

ψl(k) = μl +
∑

j∈K
ψj(k − 1)γj,l , (11)

for k = 1, 2, . . . and for l ∈ K.
As for the traces, the scalar valued covariance functions of the aggregated

traffic of subsets of the traffic classes can be expressed in terms of the covariance
function Θ(k). For any subset C of the traffic classes, let xC denote following
scalar valued DBMAP,

xC =

⎧
⎨

⎩
∑

j∈C
xk,j , k = 0, 1, . . .N − 1

⎫
⎬

⎭ . (12)

The scalar valued covariance function of xC then equals,

ΘC(k) = εCΘ(k)ε′C . (13)

Recall that εC denotes a row vector of size C whose ith element equals 1 if i is
an element of C and 0 if this is not the case.

4 Genetic Characterisation

The genetic approach under consideration exploits the fact that Markovian char-
acterisation is almost trivial if not only the trace, but also the states of the mod-
ulating Markov chain are known. That is, given the trace X and a series of states
Q = {Qk, k = 0, . . . , N − 1} associated to the consecutive GOPs, one easily con-
structs a multi-class DBMAP by counting state transitions and by calculating
conditional moments. We find the following DBMAP characteristics,
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Ni =
N−1∑

k=0

1(Qk = i) ,

γi,j =
1
Ni

N−1∑

k=0

1(Qk = i, Q(k+1) mod N = j) ,

μi =
1
Ni

N−1∑

k=0

Xk1(Qk = i) ,

Ωi =
1
Ni

N−1∑

k=0

X ′
kXk1(Qk = i) − μ′

iμi . (14)

In the former expressions 1(·) denotes the standard indicator function.
Hence, finding a multi-class DBMAP corresponds to finding a series Q such

that the statistical properties of the derived DBMAP closely match the statis-
tical properties of the trace. It is easily shown that the mean vector and the
covariance matrix of the DBMAP with parameters as given in equation (14)
match the sample mean and sample covariance matrix of the trace. To capture
temporal correlation, the authors of [15] focus on matching the autocorrelation
function of the DBMAP with the autocorrelation function of the trace. How-
ever, the autocorrelation of a DBMAP only depends on the covariance matrix
Ω of the DBMAP and not on the covariance matrices Ωi in the different states
of the DBMAP. Since it is our objective to accurately capture the correlation
between the different traffic classes, we here focus on matching the sample co-
variance function of the trace with the covariance function of the DBMAP. In
accordance with equations (10) and (11), the covariance function does depend
on the matrices Ωi.

Given the length of the trace N and the number of states of the Markov chain
K, there are KN possible series Q of state assignments. For the traces under
consideration and for a Markov state space of size K = 3 this means that there
are more than 106000 possible series Q of state assignments. The size of the set of
possible solutions clearly makes it infeasible to find the best solution by testing
all possible solutions. We therefore use a genetic algorithm to search the space
of all possible state assignments more efficiently.

A genetic algorithm is a search and optimisation procedure, inspired by Dar-
win’s theory of evolution (see e.g. [16] for a survey on genetic algorithms). A
genetic algorithm transforms a set or generation of solutions into a new gen-
eration of solutions using the Darwinian principle of reproduction and survival
of the fittest. That is, given a generation of solutions, a new generation of so-
lutions is created by means of mutation and crossover of solutions of the given
generation (reproduction) and only the best solutions are retained (survival of
the fittest).

In the present context, a solution is a series Q of state assignments to the con-
secutive GOPs. Its fitness measures the accuracy of the match of the covariance
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function of the DBMAP with the sample covariance function of the trace. In
particular, the fitness of a solution Q is defined as follows,

1
fitness(Q)

=
1
L

L∑

k=1

|w(cf(k) − Θ(k))w′| . (15)

Here cf(k) is the sample covariance function of the trace as given in equation (3),
L is the maximal lag for which the covariance function of the DBMAP and the
sample covariance function of the trace are compared and Θ(k) is the covariance
function of the DBMAP. The latter can be obtained by means of equations (10)
and (11) in terms of the vectors π and μi (i = 1, . . . , K) and the matrices Γ and
Ωi (i = 1, . . . , K) that characterise the multi-class DBMAP. For a given solution
Q, these vectors and matrices are given in equation (14). Finally, w is a weight
row vector. Notice that a high fitness indicates an accurate match of covariance
and sample covariance functions.

The row vector w in equation (15) allows one to assign different weights to the
various elements of the covariance matrix. In particular, one can assign weights
to the variance functions of aggregated traffic from subsets of the traffic classes
as follows. For all i, let αi denote the weight assigned to the variance function
of the aggregated traffic class Ci (Ci is a subset of the set of traffic classes). In
view of property (5) of sample covariance functions and in view of property (13)
of the covariance function of a DBMAP, we obtain the following weight vector,

w =
∑

i

√
αi εCi . (16)

Recall that εCi is a row vector of size C whose ith element equals 1 if i is an
element of C and 0 if this is not the case.

Given the fitness function, the execution of the genetic algorithm operating
on the generations of solutions of state assignments can now be summarised as
follows.

First, a random generation of solutions is created. Each solution is created by
randomly assigning states to the consecutive GOPs. Then, the following substeps
are performed until a sufficiently fit solution is found.

1. Calculate the fitness of each solution in the current generation. The fitness of
the generation is defined as the fitness of the best solution of the generation.

2. Create a new generation by means of the following operations.
(a) Mutation: randomly choose a solution of the current generation with

probability inversely proportional to the fitness of the solution. Then
either (i) change a continuous block of state assignments to a randomly
chosen state or (ii) reverse a continuous block of state assignments. Add
this new (mutated) solution to the new generation.

(b) Crossover: randomly choose two solutions of the current generation with
probability inversely proportional to the fitness of these solutions. Inter-
change the state assignments of a randomly chosen sub-part of the state
assignments. Add these new solutions to the new generation.
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3. Copy the fittest solution of the current generation to the new generation.

Notice that step 3 implies that the fitness of consecutive generations never de-
creases.

5 Numerical Results

We now evaluate the genetic video characterisation approach by means of a
numerical example. We here focus on the characterisation of the trace of the
movie ”Brotherhood of the Wolf”. Similar results were obtained for the trace of
the movie ”Pirates of the Caribbean”. The size of the state space of the generated
DBMAP is set to K = 3 or K = 5 and the fitness of a solution is based on the
(sample) covariance functions of lag 1 up to lag L = 10. The weight vector w
equals [5, 3, 3, 1]. This choice is motivated by assigning the same weight to all
decodable substreams; class 1, class 1 and 2, class 1 and 3, class 1 to 3 and class
1 to 4 constitute decodable substreams.

In Figures 2 and 3 the statistical characteristics of the multi-class DBMAP
are compared with the corresponding characteristics of the trace. For all plots,
the lines correspond to DBMAP values whereas points correspond to trace values
and different values of the state space size are considered as indicated. Figures 2
and 3 show that the distributions and the variance functions of subclasses of the
multi-class DBMAP closely match the corresponding trace histograms and sam-
ple variance functions respectively. From Figure 2 it is seen that the match be-
tween distribution functions and histograms does not improve by increasing the
number of states of the DBMAP. This is not unexpected since the genetic algo-
rithm does not take into account how well histogram and distribution match. In
fact, it is somewhat surprising that there is such a close match in the first place. In
contrast, increasing the size of the state space improves the accuracy of the match
of the (sample) variance functions as can be seen in Figure 3.

We now evaluate the Markov model in a networking scenario. For this, we
consider a discrete-time finite capacity buffer with partial buffer sharing (PBS)
through which the traffic stemming from 4 video sources is routed. The data from
the video sources is divided into fixed length packets of 1500 bytes of which the
buffer can store up to 200. The bandwidth of the output line of the buffer equals
8 Mbit and the partial buffer sharing thresholds are set to 90%, 80% and 70%.
That is, class 2, 3 and 4 packets are accepted as long as the buffer occupancy
is less than 90%, 80% and 70% respectively. In Figure 4 the probability mass
function (pmf) of the queue content of the different traffic classes is depicted.
Both the results from trace based simulations (thick lines) and model based
simulations (thin lines) are depicted. The match is already reasonable for the
3 state DBMAP but further improves by adding states. However, one can see
that even for the 5 state DBMAP, there is no accurate match for the tails of
the distributions of the queue content. Nevertheless, this is crucial since the tail
distribution relates to the packet loss ratio which is an important performance
measure. That is, a close match is necessary if the model is to be used to assess
the packet loss ratio accurately.
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Fig. 2. Histogram of various subtraces and the corresponding density functions of the
trace “Brotherhood of the Wolf” for different DBMAP state sizes
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Fig. 3. Sample variance functions of various subtraces of the trace “Brotherhood of
the Wolf” and the corresponding variance functions for different DBMAP state sizes
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Fig. 4. Probability mass function of the queue content of the different classes for a PBS
queue with an 8 Mbit output line and aggregated traffic from 4 times “Brotherhood of
the Wolf”
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Fig. 5. Probability mass function of the queue content of the different classes for a PBS
queue with an 10 Mbit output line and aggregated traffic from 4 times “Brotherhood
of the Wolf” (a) and packet loss ratio versus the number of video sources for a PBS
queue with a 12 Mbit output line (b)
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The former observation suggests that more Markov states are required to accu-
rately assess the packet loss by means of the Markov model. Hence, we investigate
performance of the Markov model for DBMAPs with K = 10 states: the pmf of
the queue content of the different traffic classes is depicted in Figure 5(a) for the
network scenario of Figure 4. Now, an accuratematch of the tail distributions is ob-
tained. Finally, the packet loss ratio is depicted versus the number of video sources
that are routed through a PBS buffer with a 12 Mbit output line in Figure 5(b).
Buffer size and thresholds are the same as in Figure 4. Clearly, a good match is
obtained between model based and trace based simulations which shows that the
DBMAP can be used to accurately assess the packet loss ratio.

6 Conclusions

In this contribution we proposed the multi-class DBMAP for the characterisation
of H.264/SVC scalable video at the sub-GOP level. We showed that — by means
of a genetic algorithm — multi-class DBMAPs with a limited state space can be
found that accurately capture the characteristics of the video traces. Finally, a
simulation study demonstrated that the Markov model can be used to accurately
assess the performance of video streaming in networking scenarios.
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Abstract. With the increasing popularity of multimedia applications,
video data represents a large portion of the traffic in modern networks.
Consequently, adequate models of video traffic, characterized by a high
burstiness and a strong positive correlation, are very important for the
performance evaluation of network architectures and protocols. This pa-
per presents a method that uses the Whittle estimator to choose, between
several models for VBR video traffic based on the M/G/∞ process, the
one that gives rise to a better adjustment of the spectral density, and
therefore of the correlation structure, of the traffic to model.

Keywords: Video traffic; Autocorrelation; M/G/∞ process; Whittle
estimator.

1 Introduction

Several traffic measurement results have convincingly shown the existence of
persistent correlations in several kinds of traffic [23,20,3,30,4,7,40,25,18]. These
experimental findings stimulated the opening of a new branch in the stochastic
modeling of traffic, since the impact of the correlation on the performance metrics
may be drastic [21,28,22,10]. The use of classes of stochastic processes for network
modeling purposes, that can display forms of correlation as diverse as possible
by making use of few parameters (parsimonious modeling) is essential.

VBR video traffic, characterized by a high burstiness and a strong positive
correlation, represents an important part of the load in modern networks. So,
adequate models for this type of traffic are needed for network design and per-
formance evaluation.

Several studies have been conducted in modeling VBR video traffic, based on
different stochastic methods [13,16,19,24,26,27,12,33]. In this paper we focus on
the M/G/∞-type processes [5,9]. In essence, the M/G/∞ process is a stationary
version of the occupancy process of an M/G/∞ queueing model. In addition
to its theoretical simplicity, it can be used to model different traffic sources,
because it is flexible enough to exhibit both Short-Range Dependence (SRD)
and Long-Range Dependence (LRD). Moreover, queueing analytical studies are
sometimes feasible [8,38,32,29], but when they are not, it has important advan-
tages in simulation studies [19,31], such as the possibility of on-line generation
and the lower computational cost (exact methods for the generation of a trace
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c© Springer-Verlag Berlin Heidelberg 2008
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of length n require only O(n) computations, compared to at least O(n log n)
for other processes able to exhibit LRD such as Fractional AutoRegressive Inte-
grated Moving Average (F-ARIMA) or Fractional Gaussian Noise (FGN) [25]).
In [34] we presented a method to improve the efficiency of the generator when
the distribution of the service time of the M/G/∞ system has subexponetial
decay.

In order to apply a model to the synthetic generation of traces with a corre-
lation structure similar to that of real sequences, a fundamental problem is the
estimation of the parameters of the model. Between the methods proposed in
the literature [39,1,37], those based on Maximum Likelihood Estimators (MLE),
as the Whittle estimator, are especially interesting because they permit to fit
the whole spectral density and to obtain confidence intervals of the estimated
parameters.

This paper presents a method based on the prediction error of the Whittle
estimator to choose, between several models for compressed VBR video traffic
based on the M/G/∞ process, the one that gives rise to a better adjustment of
the spectral density, and therefore of the correlation structure, of the traffic to
model.

The remainder of the paper is organized as follows. We begin reviewing the
main concepts related to SRD and LRD in Section 2 and those related to the
Whittle estimator in Section 3. The M/G/∞ process and the different models
based on it that we use in this study are described in Section 4. In Section 5, we
show how the method that we propose allows to select the model that gives rise
to the best adjustment of the correlation structure of VBR compressed video
sequences. Finally, concluding remarks and guidelines for further work are given
in Section 6.

2 SRD and LRD

It is said that a process exhibits SRD when its autocorrelation function is
summable (or, equivalently, its spectral density is bounded at the origin) i.e.,∑∞

k=0 r[k] < ∞, like in those processes whose autocorrelation function decays
exponentially:

∃δ ∈ (0, 1)
∣∣∣∣ lim

k→∞
r[k]
δk

= cr ∈ (0,∞) .

Conversely, it is said that a process exhibits LRD when its autocorrelation
function is not summable (its spectral density has a singularity at the origin), i.e.,∑∞

k=1 r[k] = ∞, like in those processes whose autocorrelation function decays
hyperbolically:

∃α ∈ (0, 1)
∣∣∣∣ lim

k→∞
r[k]
k−α

= cr ∈ (0,∞) .

Mathematically, the physical phenomenon of LRD is closely related to the
concept of self-similarity [6].
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3 Whittle Estimator

Let f θ (λ) be the spectral density function of a zero-mean Gaussian stochastic

process, X = {Xn; n = 1, 2, . . . } and let I
X

N︸ (λ) =
1

2πN

∣∣∣
∑N−1

i=0 Xi+1e−jλi
∣∣∣
2

be

the periodogram from a sample of size N of X . θ = {θk; k = 1, . . . , M} is the
vector of parameters to be estimated.

The approximate Whittle MLE is the vector θ̂ =
{
θ̂k; k = 1, . . . , M

}
that

minimizes, for a given sample x
N︸ of size N of X , the statistical:

Q
X

N︸ (θ) Δ=
1
2π

[∫ π

−π

I
X

N︸ (λ)

f θ (λ)
dλ +

∫ π

−π

log f θ (λ) dλ

]
, (1)

i.e., θ̂ will be the minimizer:

Q
X

N︸

(
θ̂
)

= min
θ

(
Q

X
N︸ (θ) |XN︸ = x

N︸
)

.

Moreover, if θo is the real value of θ:

Pr
[∣∣∣θ̂ − θo

∣∣∣ < ε
]
−−−−→
N→∞

1 ∀ε > 0 ,

then
√

N(θ̂−θo) converges in distribution to ζ, as N → ∞, where ζ is a zero-mean
Gaussian vector with matrix of covariances C (θo) = 2 D−1 (θo), being:

Dij (θo) =
1
2π

∫ π

−π

∂

∂θi
log f θ (λ)

∂

∂θj
log f θ (λ) dλ

∣∣∣∣
θ=θo

. (2)

So, confidence intervals of the estimated values can be obtained.
In [14] the author proposes to approximate (1) by replacing the integration

by a Riemann sum. So, the discrete Whittle estimator is defined as the vector
θ̂ =

{
θ̂k; k = 1, . . . , M

}
that minimizes, for a given sample of size N of X , the

function:

Q̃
X

N︸ (θ) =
4π

N

[
N∗∑

k=1

I
X

N︸ (λk)

f θ (λk)
+

N∗∑

k=1

log f θ (λk)

]
, (3)

with λk = 2πk
N ; k = 1, 2, . . . , N∗ and N∗ =

⌊N−1
2

⌋
.

A simplification of (1) and (3) can be achieved by choosing a special scale
parameter θ1, such that:

f θ (λ) = θ1 f θ∗ (λ) = θ1 f ∗
η (λ) ,

and: ∫ π

−π

log f θ∗ (λ) dλ =
∫ π

−π

log f ∗
η (λ) dλ = 0 ,

where η = {θi; i = 1, . . . , M} and θ∗ = (1, η) .



Using the Whittle Estimator for the Selection 19

Thus:

θ1 = exp
(

1
2π

∫ π

−π

log f θ (λ) dλ

)
=

σ2
ε

2π
,

where σ2
ε is the optimal one-step-ahead prediction error, that is equal to the

variance of the innovations of the AR(∞) representation of the process [2]:

Xi =
∞∑

j=1

βjXi−j + εi .

Equation (1) therefore simplifies to:

Q
X

N︸ (θ∗) = Q∗
X

N︸ (η) =
∫ π

−π

I
X

N︸ (λ)

f θ∗ (λ)
dλ =

∫ π

−π

I
X

N︸ (λ)

f ∗
η (λ)

dλ ,

and the discrete version:

Q̃
X

N︸ (θ∗) = Q̃
∗
X

N︸ (η) =
4π

N

N∗∑

k=1

I
X

N︸ (λk)

f ∗
η (λk)

.

Additionally [2]:
σ̂2

ε = Q̃
∗
X

N︸ (η̂) . (4)

We propose to use σ̂2
ε as a measure of the suitability of a model, since smaller

values of σ̂2
ε (or Q̃

∗
X

N︸ (η̂)) mean better adjustment to the actual correlation of
the sample.

4 M/G/∞ Process

The M/G/∞ process [5] is a stationary version of the occupancy process of an
M/G/∞ queueing system at any instant t, {X(t); t ∈ �+}. We are interested on
its discrete-time version, that is, X �

{
Xn

Δ= X(n); n = 1, 2, . . .
}
.

Let λ be the arrival rate to the system, and denote by S the service time
distribution. If the initial number of users is a Poisson random variable of mean
value λE [S], and their service times are mutually independent and have the same
distribution as the residual life of S, Ŝ:

Pr
[
Ŝ = k

]
=

Pr [S >= k]
E [S]

,

then the stochastic process X is strict-sense stationary, ergodic, and enjoys equiv-
alent properties to those of the original continuous-time M/G/∞ process.

In particular it has Poisson marginal distribution with mean value:

E [X ] = λE [S] ,
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and the autocorrelation function is:

r[k] = Pr
[
Ŝ > k

]
∀k .

So, the autocorrelation structure of X is completely determined by the distri-
bution of S. In particular, the process exhibits LRD when S has infinite variance,
as it happens in heavy-tailed distributions.

On the other hand, in [19] the authors show that an �+-valued sequence
r[k] can be the autocorrelation function of the stationary M/G/∞ process, with
integrable S, if and only if it is decreasing and integer-convex, with r[0] = 1 >
r[1] and limk→∞ r[k] = 0, in which case the probability mass function of S is
given by:

Pr [S = k] =
r[k − 1] − 2r[k] + r[k + 1]

1 − r[1]
∀k > 0 . (5)

Its mean value is:
E [S] =

1
1 − r[1]

.

Regarding the application of the Whittle estimator taking the M/G/∞ process
as the underlying one, in [35] we checked that the estimator converges quickly
as the mean increases (a high mean value of a Poisson random variable means
resemblance to a Gaussian density), yielding unbiased point estimates of the
unknown parameters.

4.1 M/G/∞-Based Models

We consider different models for traffic correlations based on the M/G/∞ pro-
cess, able to exhibit SRD or LRD in a parsimonious way.

All the distributions for the service time of the resulting M/G/∞ systems
have subexponential decay. Therefore, it is possible to use the method that we
proposed in [34] in order to improve the efficiency of the on-line generators of
synthetic traces.

First Model (SRD-1). This model adjusts the autocorrelation function of
the M/G/∞ process with the function proposed in [19] in order to model the
correlation structure of some VBR video sequences:

r[k] = rβ [k] Δ= e−β
√

k β > 0 .

The spectral density can be approximated by:

fX(λ) ∼ fβ(λ) Δ= Var [X ]

{
1
2π

+ 2
F∑

k=1

rβ [k] cos(λk)

}
,

if F is chosen so that the error is negligible. The efficiency can be improved by
using rational interpolation.
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Fig. 1. Probability mass function of K (left) and autocorrelation of the M/K/∞ process
(right)

It is easy to show:
∞∑

k=0

rβ [k] ≤ 1 +
1
β2

,

hence this correlation structure yields a SRD process.
Applying (5) one obtains the probability mass function of the service time

in a M/G/∞ system generating an occupancy process with such correlation
structure. The resulting function is:

Pr [S = k] =
e−β

√
k−1 − 2e−β

√
k + e−β

√
k+1

1 − e−β
∀k > 0 .

The mean value is:
E [S] =

1
1 − e−β

.

We denote this random variable by K.
The distribution function of the residual life is:

Pr
[
Ŝ ≤ k

]
= 1 − e−β

√
k ∀k > 0 .

In Fig. 1 (left) we show the probability mass function of the service time for
several values of the parameter β (r1 = rβ [1] = e−β). And in Fig. 1 (right) we
show the autocorrelation function of the resulting M/K/∞ process.

Second Model (LRD-1). This model fixes the autocorrelation function of the
resulting M/G/∞ process within the class of FGN processes:

r[k] = rH[k] Δ=
1
2
[
(k + 1)2H − 2k2H + (k − 1)2H] ,

with H the Hurst parameter [17].
The spectral density:

f X (λ) = f H (λ) Δ= cf

∣∣ejλ − 1
∣∣2

+∞∑

i=−∞
|2πi + λ|−2H−1∀λ ∈ [−π, π] ,
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Fig. 2. Probability mass function of F (left) and autocorrelation function of the
M/F/∞ process (right)

can be computed efficiently with Euler’s formula [15].
For 0.5 < H < 1 the process is LRD.
From (5) the probability mass function of the service time in a M/G/∞ system

generating an occupancy process with such correlation function is:

Pr [S = k] =
0.5(k − 2)2H − 2(k − 1)2H + 3k2H − 2(k + 1)2H + 0.5(k + 2)2H

2 − 22H−1
∀k > 0 .

The mean value is:

E [S] =
1

2 − 22H−1
.

We denote this random variable by F.
The distribution function of the residual life is:

Pr
[
Ŝ ≤ k

]
= 1 − 0.5

[
(k + 1)2H − 2k2H + (k − 1)2H] ∀k > 0 .

In Fig. 2 (left) we show the probability mass function of the service time for
several values of the parameter H. And in Fig. 2 (right) we show the autocorre-
lation function of the resulting M/F/∞ process.

Third Model (SRD-2). This model adjusts the autocorrelation function with
the subexponential function:

r[k] = r{δ,γ} = δkγ

0 < δ < 1 0 < γ < 1 .

The spectral density can be approximated by:

fX(λ) ∼ f{δ,γ}(λ) Δ= Var [X ]

{
1
2π

+ 2
F∑

k=1

r{δ,γ}[k] cos(λk)

}
,
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Fig. 3. Probability mass function of D for δ = 0.5 (left) and γ = 0.5 (right)

with F chosen to make the error negligible. As before, rational interpolation can
be used for better efficiency. Note that the first model is a special case of this
with δ = e−β and γ = 0.5.

Since: ∞∑

k=0

r{δ,γ}[k] ∼ (
γ−1

)
! (−ln(δ))γ−1

,

this correlation structure is that of a SRD process.
Once again, using (5) to obtain the distribution function of the equivalent

M/G/∞ system, the result is:

Pr [S = k] =
δ(k−1)γ − 2δkγ

+ δ(k+1)γ

1 − δ
∀k > 0 .

The mean value is:
E [S] =

1
1 − δ

.

We denote this random variable by D.
The distribution function of the residual life is:

Pr
[
Ŝ ≤ k

]
= 1 − δkγ ∀k > 0.

In Fig. 3 we show the probability mass function of the service time for several
values of the parameters δ and γ.

And in Fig. 4 we show the autocorrelation function of the resulting M/D/∞
process.

Fourth Model (LRD-2). Now, the model picks the S distribution proposed
in [36] as the service time of the M/G/∞ queueing system.

Its main characteristic is that of being a heavy-tailed distribution with two
parameters, m and α, a feature that allows to model simultaneously the short-
term correlation behavior (by means for example of the one-lag autocorrelation
coefficient r[1]) and the long-term correlation behavior (by means of the Hurst
parameter) of the M/G/∞ process.
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Fig. 4. Autocorrelation function of the M/D/∞ process for δ = 0.5 (left) and γ = 0.5
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Depending on the value of the parameter m, the mass probability function is,
for m ≤ 1:

Pr [S = k] =

⎧
⎪⎨

⎪⎩

1 +
mα

αm − mα

[
(k + 1)1−α − k1−α

]
k = 1

mα

αm − mα

[
(k + 1)1−α − 2k1−α + (k − 1)1−α

] ∀k > 1 ,

and for m > 1:

Pr [S = k] =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

1 + k − m +
mα

α − 1
[
(k + 1)1−α − m1−α

]
k = �m�

1 + m − k +
mα

α − 1
[
(k + 1)1−α − 2k1−α + m1−α

]
k = m�

mα

α − 1
[
(k + 1)1−α − 2k1−α + (k − 1)1−α

] ∀k > m� .

The mean value is:

E [S] =

⎧
⎪⎨

⎪⎩

αm
αm − mα

∀m ∈ (0, 1]
αm

α − 1
∀m ≥ 1 .

The distribution function of the residual life is:

Pr
[
Ŝ ≤ k

]
=

⎧
⎪⎨

⎪⎩

α − 1
αm

k ∀k ≤ m

1 − 1
α

(m
k

)α−1

∀k ≥ m .

The autocorrelation function is:

r[k] = r{m,α}[k] Δ=

⎧
⎪⎨

⎪⎩

1 − α − 1
mα

k ∀k ∈ (0, m]

1
α

(m
k

)α−1

∀k ≥ m .
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Fig. 5. Probability mass function of S for r1 = 0.5 (left) and H = 0.7 (right)

with:
α = 3 − 2H ,

m =

⎧
⎪⎨

⎪⎩

(αr[1])
1

α−1 ∀r[1] ∈ (
0, 1

α

]

α − 1
α − αr[1]

∀r[1] ∈ [
1
α , 1

)
.

Finally, the spectral density is given by [35]:

fX(λ) = f {m,α} (λ) Δ=Var [X ]

{
mα−1

α cos(λ) − α
f h (λ) +

1
2π

+
1
π

�m�∑

k=1

cos(λk)
[
α(m − k) + k

mα
− 1

α

(m
k

)α−1
]}

,

where fh is the spectral density of a FGN process with h = (1−α)
2 .

If α ∈ (1, 2), then H ∈ (0.5, 1), and
∑∞

k=0 r{m,α}[k] = ∞. Hence, in this case,
this correlation structure gives rise to an LRD process.

In Fig. 5 we show the probability mass function of the service time for several
values of the parameters H and r1 = r{m,α}[1].
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And in Fig. 6 we show the autocorrelation function of the resulting M/S/∞
process.

5 Selection of the Best Model

In this section we explain, by means of two examples, how to use the Whittle
estimator to build the model that fits best the autocorrelation function measured
from empirical VBR traces.

We consider the following empirical traces of the Group of Pictures (GoP)
sizes of MPEG encoded videos:

– T-1: “IceAge”; length N = 9000.
– T-2: “The Lord of the Rings”; length N = 77400.

T-1 is available in [11] and we generated T-2 from the three parts of the trilogy
“The Lord of the Rings” in order to obtain a sequence of high length.

As the marginal distribution in both cases is approximately Lognormal, we
apply a change of distribution to make the marginal statistics of the empirical
traces approximately Gaussian, and fit the mean and variance to a large enough
value.

After the change of distribution the estimations of the parameters of each
model, computed via the Whittle estimator, are as follows:

– T-1:
• Model SRD-1: β̂ = 0.442.
• Model LRD-1: Ĥ = 0.879.
• Model SRD-2: δ̂ = 0.643 and γ̂ = 0.483.
• Model LRD-2: m̂ = 0.586 and α̂ = 1.253.

– T-2:
• Model SRD-1: β̂ = 0.677.
• Model LRD-1: Ĥ = 0.741.
• Model SRD-2: δ̂ = 0.412 and γ̂ = 0.223.
• Model LRD-2: m̂ = 0.013 and α̂ = 1.097.

The variance (or confidence intervals) of the estimations can be computed
from (2).

In Table 1 we show the estimations of the prediction error, σ̂2
ε .

The results show that increasing the number of parametres leads to smaller
prediction errors (better fit of the spectral density) within the SRD or LRD
family of models. It is striking that the LRD-1 model fits the sequence T-1
better than the SRD-2 one, even though it uses one parameter less.

In Fig. 7 we represent the adjustment of the correlation structure of each
trace with that of a synthetic trace of each model, after the inverse change of
distribution.



Using the Whittle Estimator for the Selection 27

Table 1. Estimations of the prediction error with each model

Model T-1 T-2

SRD-1 5004.351 1253745.941

LRD-1 4983.254 1208692.789

SRD-2 5003.814 1204010.758

LRD-2 4979.428 1188819.675
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Fig. 7. Adjustment of the autocorrelation function with each model. T-1 (top) and T-2
(bottom).

5.1 Hypothesis Test over the Spectral Density

In this section we propose an hypothesis test over the spectral density, based on
the prediction error of the Whittle estimator, to decide between two models (for
example LRD-1 and LRD-2).

We consider the null hypothesis:

H0 : f (λ) = f H (λ) ,

and the alternative one:

H1 : f (λ) = f {m,α} (λ) ,

We define the test statistic as the difference between the estimation of the
prediction error when the null hypothesis is supposed and the estimation of
the prediction error when the alternative hypothesis is supposed divided by the
sample variance:

E
Δ=

σ̂2
ε (H0) − σ̂2

ε (H1)
σ̂2

.
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We generate a batch of 500 synthetic traces of different sizes (N = 8192,
N = 32768 and N = 131072) of the M/F/∞ process for each one of three values
of the Hurst parameter:

H ∈ {0.6, 0.75, 0.9}
and we calculate the value of the statistical.

The critical region, W , for a significance level of 0.05 for each value of H is:

– N = 8192
• WH=0.6=(5.081 · 10−3,∞)
• WH=0.75=(4.521 · 10−4,∞)
• WH=0.9=(1.702 · 10−4,∞)

– N = 32768
• WH=0.6=(1.521 · 10−4,∞)
• WH=0.75=(3.432 · 10−5,∞)
• WH=0.9=(9.985 · 10−6,∞)

– N = 131072
• WH=0.6=(−1.123 · 10−5,∞)
• WH=0.75=(−8.543 · 10−5,∞)
• WH=0.9=(−5.743 · 10−5,∞)

For each one of the empirical traces we estimate the Hurst parameter assuming
the null hypothesis and interpolate the border of the critical region in order to
check if the null hypothesis is rejected:

– T-1: Ê = 4.182 · 10−4 and the interpolation of the critical region is:

WĤ=0.879 = (−5.103 · 10−5,∞)

so the null hypothesis is rejected.
– T-2: Ê = 1.072 · 10−2 and the interpolation of the critical region is:

WĤ=0.741 = (−8.364 · 10−5,∞)

so the null hypothesis is rejected.

6 Conclusions and Further Work

In this paper, we have proposed a method to choose, between several models
for VBR video traffic based on the M/G/∞ process, the one that gives rise
to a better adjustment of the spectral density, and therefore of the correlation
structure, of the traffic to model.

All the models enjoy several interesting features: the possibility of on-line
generation, a highly efficient simulation model of the resulting M/G/∞ models
and the possibility to capture the correlation structure in a parsimonious way.

We have applied the Whittle estimator in order to estimate the parameters
of each model and proposed to use the estimation of the prediction error as a
measure of the suitability of each model.

Now, we are working on extending the hypothesis test to other combinations
of models.
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Abstract. Load transformation can be used to derive valid load models
for secondary loads in computer networks, as they can be observed at
lower layer interfaces in protocol stacks. In this paper we apply the tech-
nique of load transformation onto load represented by BMAP (Batch
Markov Arrival Process) models and choose as concrete transforma-
tions the following two practically relevant classes of load transforming
processes in packet-switched networks: “Fragmentation” and “Losses of
Packets”. Comparing the analytical characteristics of load after transfor-
mation with corresponding load predictions based on load transformation
by simulation, we are able to show that realistic modeling is feasible for
both classes of transformations considered. We also illustrate the useful-
ness of the analytical models elaborated by deriving a detailed prediction
of secondary load characteristics which, in turn, can be used to specifi-
cally optimize performance measures (such as network throughput).

1 Introduction

The strongly increasing relevance of applications with real-time requirements
in current computer networks (e.g. voice communications via mobile networks,
VoIP & IPTV in the Internet) increases the demand for quality-of-service (QoS)
and performance evaluation studies. It is well-known that valid load models are
indispensable prerequisites in order to obtain realistic QoS and performance
predictions based on simulation or analytical models.

Load in a computer network can be defined as a sequence of requests (cf. Section
2 for details) which is offered by a service user to a service provider at a network
internal interface. Evidently, load can be observed and modeled at various inter-
faces (e.g. video stream to be transmitted, observed at an application-oriented
interface, or packets to be transferred, observed at a TCP/IP interface). In order
to derive load models for a given interface IF one can directly observe/measure
real load at IF and then use these measurements for some direct load modeling.
As an important alternative to direct modeling also an indirect load modeling by
means of load transformation [WZHB02] is possible: Indirect load modeling as-
sumes that a load model is needed for an interface IFS (so-called secondary load
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(SL) interface) for which direct load modeling is very difficult or infeasible, e.g.
because load measurements for IFS are hard or impossible to perform. The ap-
proach of load modeling based on load transformation assumes that a valid load
model for a “higher” layer interface IFP (so-called primary load (PL) interface) is
available – higher in terms of the protocol stack, i.e. an interface closer to the end-
user or the application. Moreover, it is assumed in indirect load modeling that the
functionality of the load transformation process is well-known, which transforms
the requests of PL (e.g. by manipulating the requests according to the protocols)
and which creates a corresponding sequence of requests of SL observable at IFS

(i.e. the secondary load which is induced by PL).
The concept of load transformation has been successfully applied to solve a

number of problems: In [WZHB02] the distribution of packet lengths for frag-
mented loads was derived. The authors applied these results to MPEG video
streams. In [HW07a] analytical transformations based on BMAPs were given
for fragmentation and sliding window procedures. Additionally, we proposed an-
alytical transformations based on BMAPs with which we are able to incorporate
the influence of loss processes occuring at wireless links [HW07b]. Besides their
direct use for load modeling these results can be used to compute an optimal
maximum fragment length with respect to throughput maximization.

Moreover, the concept of load transformation is closely related to that of
departure processes, where the transformed load is described by means of process
specifications. In [ZHS05] the authors give approximative descriptions of the
departure process from a BMAP/MAP/1-Queue. The authors assume infinite
capacity of the queue and give approximations, whose complexity depends on
the lag up to which the correlation of the queue length is captured.

Batch Markovian Arrival Processes (BMAP) were first introduced with al-
ternative notation in [Neu79]. The author uses the term versatile Markovian
Point Process. BMAPs in the formulation used in this paper were introduced
in [Luc91]. Since then considerable effort has been made to investigate Batch
Markovian Arrival Processes. Recent works include for example the blocking
probability of a BMAP/G/1 Queueing System [CW06], the departure process
from a BMAP/G/1 Queue [FC01] or the workload distribution for systems with
threshold [LB06]. Here the server is assumed to stay idle until workload, i.e. the
number of requests waiting for service, exceeds a certain threshold. Other works
extend the BMAP/G/1 Queueing System: In [Hof01] the BMAP/G/1 Queue-
ing System is extended in order to allow the arrival stream to depend on the
system’s state, i.e. on the number of customers in the system.

In [KLL03] BMAPs are used to model network traffic at IP-Level. The au-
thors give procedures to match model parameters with measured data. Several
modeling techniques for video traffic using BMAP s were proposed. In [HSB04]
video traffic is modeled by discrete BMAP s in order to investigate the queueing
behaviour. The authors use the results for buffer dimensioning.

This article is structured as follows: In section 2 we present the concept of load
transformation and illustrate how this concept can be used to describe alteration
of load (based on BMAPs) in computer networks. We recapitulate our results
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concerning fragmentation processes and present new results on the distribution
of fragmented packet lengths in section 2.2. In section 3 we propose a model
for load transformations as induced by packet losses in wireless networks. We
show that the resulting secondary load has the desired characteristics, e.g. in
terms of timing and burstiness, and can be used for parameter tuning and for
performance evaluation as well. Finally we give conclusions in section 4.

2 Load Transformations

Within networks of service stations the load offered to a single station is in
general influenced by the service offered by other stations. This is especially true
for modern computer networks, which are organized in layers and interconnected
systems. Here, each preceding station influences the load offered to its successor
and by that transforms, in our terminology, primary load into secondary load.
(The resulting sequence of transformations is illustrated exemplarily in figure 1
for the transmission over a wireless link.)

In order to describe these transformations in a formally rigorous manner, we
define load as shown in Definition 1 [Wol99].

Definition 1. Load L = L(E, S, IF, T ) is defined as the sequence of requests,
which are provided to the service system S during interval T by its environment
E. Requests are passed via interface IF , which separates the service system from
its environment. ♦

The load L can be described by a sequence of arriving requests ri arriving during
time interval T . For a well defined load L we define the arrival process as tuples

Arrivals Departures

Fragmentation Reassembly

Header Generation Header Removal

Layer Si

Layer Si−1

IF1

IF2

IF3

IF4

IF5

IF6

IF7

Wireless Link Access Network

Fig. 1. Packet Transmission as a Sequence of Transformations
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of request ri and corresponding arrival time ti

{(ri, ti)|ri ∈ Ri, t1 ≤ t2 ≤ ... ≤ tN , t1,...,N ∈ T } (1)

Single requests ri could for instance represent data transmission requests or con-
nection setup requests. The concept presented here is not limited to the modeling
of computer networks. Considering database systems we could for instance model
transactions as requests. Moreover to specify requests ri we additionally intro-
duce request types (e.g. packet transmission request) and request attributes (e.g.
packet length or destination address). Based on Definition 1 we define four types
of transformations

1. We define request transformation as a function TR, which maps the sequence
of primary load requests Rp = (rp

1 , ..., rp
N ) to the sequence of secondary load

requests Rs = (rs
1, ..., r

s
K) for a given transformation.

TR : Rp → Rs

2. Transformation of timing is defined as a function mapping interarrival times
of primary load T p = (tp1, ..., t

p
N ) to interarrival times of secondary load

T s = (ts1, ..., t
s
K)

TT : T p → T s

3. If the transformation of request attributes cannot be achieved independently
of timing, we additionally use T ′

R : Rp × T p → Rs

4. Likewise, if the transformation of timing cannot be achieved independently
of request attributes, we use T ′

T : Rp × T p → T s

Note that due to the generality of Definition 1, we are able to take into account
the state of the service station, which is of great importance for load-dependent
transformations. In addition, we are also able to model request generation re-
spectively request elimination, because K does not necessarily have to equal N .
Moreover, the elements of Rp and Rs don’t need to be of the same type.

The concept of load transformation used in this paper can be used to gain
deeper understanding of the properties of the resulting secondary load and its
relationship to primary load in cases where secondary load is directly measurable.
Moreover in many cases measurement of secondary load is hard or impossible to
perform. In these cases load transformation provides a tool to obtain models for
load as seen at the corresponding interfaces.

2.1 Load Transformations for Markovian Arrival Processes

It is of course possible to conduct load transformations directly on concrete ar-
rival sequences by means of a simulative approach. This proceeding bears the
disadvantage that it operates only on realizations of the underlying stochastic
process. In order to circumvent this loss of generality we choose a different ap-
proach: The transformation of process specifications. Because of its advantageous
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properties concerning analytical tractability, its thorough treatment in the lit-
erature and its applicability to a wide range of application scenarios we choose
the Batch Markovian Arrival Process as the process class to be used (see Def.
2) [Luc93].

Definition 2. Let the Batch Markovian Arrival Process (BMAP) be defined as
a markovian arrival process with infinitesimal generator matrix:

Q =

⎛

⎜⎜⎜⎝

D0 D1 D2 D3 . . .
0 D0 D1 D2 . . .
0 0 D0 D1 . . .
...

...
. . .

⎞

⎟⎟⎟⎠

With D0,...,∞ being (m×m) matrices defined by:

(D0)ii = −λi, 1 ≤ i ≤ m

(D0)ij = λipi(0, j), 1 ≤ i, j ≤ m ∧ i �= j

(Dk)ij = λipi(k, j), 1 ≤ i, j ≤ m ∧ k > 0
m∑

j = 1
j �= i

pi(0, j) +
∞∑

k=1

m∑

j=1

pi(k, j) = 1, 1 ≤ i ≤ m

♦
Here pi(k, j) denotes the probability that – given the process is in state i – a
transition to state j occurs with a batch arrival of size k. Thus, we are able to
model arbitrary discrete distributions with possibly infinite support. The overall
rate with which the process leaves state i is given by λi. As can be seen in Def.
2 BMAPs provide means for the unifying description of interarrival times and
packet lengths which is especially of value if interarrival times and packet lengths
are correlated.

As we want our transformation procedures to be close with respect to BMAPs
in following we restrict ourselves to transformations mapping BMAPs to BMAPs:

TBMAP : BMAPp → BMAPs (2)

In [HW07a] we already demonstrated that the transformation induced by frag-
mentation and sliding window procedures can be modeled with very good ac-
curacy by BMAP transformations. In this article we further investigate the
transformation for modeling fragmentation (cf. Prop. 1).

Proposition 1. Let the primary load be defined by BMAP B. The secondary
load after fragmentation with maximum packet length M is modeled as BMAPS

F

with the set of generating states

G = {gi, 0 < i ≤ m},
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the set of waiting states

W = {wi,j , ∀i, j.∃k.pi(j, k) > 0}
and matrices D0,...,∞

(Dk)wi,j ,gj =

{
λj

1−λj ·E[T F
i ]

, k = 0
0, k �= 0

(Dk)wi,j ,wi,j =

{
− λj

1−λj ·E[T F
i ]

, k = 0
0, k �= 0

(Dk)gi,gi =

⎧
⎪⎨

⎪⎩

λf ·
(
1− 1

E[LF
i ]+1

)
, k = M

0, k �= M ∧ k �= 0
−λf , k = 0

(Dk)gi,wi,j =

{
λf · pTF

i (k, j) · 1
E[LF

i ]+1
, k ≤M

0, k > M

♦

Here λf denotes the rate with which fragments are generated and pTF
i (k, j) de-

notes the probability that a transition to state j occurs with an arrival of a
fragment of non-maximum length k – given that the process was in state i. Each
state of BMAP B results in two or more states of the transformed process.
While states wi,j represent the actual transition rates of the BMAP describing
primary load, states gi model the generation of fragments. Because fragmen-
tation is not modeled as a timeless process we have to increase the rate with
which states wi,j are left. This is accomplished by reducing the mean sojourn
time by mean fragmentation time E[T F

i ]. Transition rates are chosen as shown in
Proposition 1 to match the original fragment distribution in its mean. The result-
ing number of fragments per packet is geometrically distributed with parameter
p = 1

E[LF
i ]+1

. (Here, LF
i denotes the random variable specifying the number

of fragments generated in state i.) As this is clearly not a sufficiently valid as-
sumption for general packet length distributions we also proposed approximative
models for long-tailed or normal distributions of packet lengths [HW07a].

2.2 The Distribution of Fragmented Packet Lengths

In [HW07a] we discussed the influence of fragmentation on packet length distri-
bution. Here for further usage we introduce a new representation of the distri-
bution of the size of fragments of non-maximum length – which is the last one
induced by the corresponding packet – as illustrated in formula (3).

ff(x) = 	
(

x− 1
2M

M

)
(f(x) ∗XM (x)) (3)
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Here 	(x) denotes the rectangular function and X(x) is the dirac comb:

XM (x) =
∞∑

k=−∞
δ(x− kM).

The correctness of this formula can be seen by noting that f(x) ∗ δ(x − kM) =
f(x− kM). This means that the convolution of f(x) with the dirac comb under
consideration leads to

∑∞
k=−∞ f(x− kM). Each summand represents a replica-

tion of f(x) shifted by kM and we obtain the probability distribution of frag-
ments of non maximum length by restricting the support of the distribution to
the interval [0, M ] which is done by multiplying the function by the rectangular
function.

This representation has two implications:

– The Fourier transform of formula (3) is given by

Ff (f) = (Msinc(fM)e−i2π 1
2 Mf ) ∗ (F (f)

1
M

X 1
M

(f)) (4)

which is the formula used to represent an ideal sampler in time domain,
whose bandwidth is subsequently limited. (Here sinc denotes the cardinal
sin function.) This shows that calculating the distribution of fragments of
non-maximum length is the same as sampling only with time resp. frequency
domain interchanged. As a direct consequence of the sampling theorem it
may be impossible to reconstruct the original packet length distribution.

– By means of formula (3) we are able to formally prove that the size of frag-
ments of non-maximum length tends to uniformity with increasing variance.
This fact has often been reported from experiments but, to the best of our
knowledge, has not been proven yet. We give proofs for several distribution
types in the following. These results allow the simplification of models for
fragmented loads, especially for the transmission over channels with high
error rates, for which lower values of the maximum fragment length are ad-
vantageous in order to ensure a higher throughput.

We first state the general condition under which the distribution of fragmented
packet lengths equals the uniform distribution. We then specialize this result to
the normal resp. negative exponential distribution.

Theorem 1. The distribution of the length of fragments of non-maximum length
is uniformly distributed if Ff (0) = 1 and ∀x �= 0.Ff (x) = 0.

Proof. The Fourier transform of the fragment length distribution ff (x) is given
by formula (4). Given that Ff (0) = 1 and ∀x �= 0.Ff (x) = 0 it reduces to:

Ff (f) = (Msinc(fM)e−i2π 1
2 Mf ) ∗ (

1
M

δ(f))

=
1
M

(Msinc(fM)e−i2π 1
2 Mf )
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F−1(
1
M

(Msinc(fM)e−i2π 1
2 Mf )) =

1
M
	

(
x− 1

2M

M

)

completes the proof, where F−1 denotes the inverse fourier transformation. �

Based on theorem 1 we now show that the fragment distribution as induced
by the negative exponential distribution tends to the uniform distribution with
increasing variance. Here λ denotes the rate parameter of this distribution.

Theorem 2. The distribution of the length of fragments of non-maximum length
for negative exponential packet length distribution tends to the uniform distribu-
tion as λ→ 0.

Proof. The Fourier transform of the negative exponential distribution is given
by:

Fe(f) =
λ

λ + i2πf

Indepently of λ we have Fe(0) = 1 and if λ → 0 we see by separating the real
and imaginary part of Fe(f)

Fe(f) =
λ2

λ2 + 4π2f2
− i2πλf

λ2 + 4π2f2

that both summands tend increasingly faster to 0 as λ approaches 0 so that the
function vanishes except for Fe(0). Using theorem 1 completes the proof. �

By using theorem 2 it is also possible to obtain the same result for the hyperexpo-
nential resp. the hypoexponential distribution. The density of the former is given
by a weighted sum of neg. exponential densities for which the Fourier transform
is given by a weighted sum of the Fourier transform of the neg. exponential dis-
tribution so that the argument follows the same line. It is worth mentioning that
this distribution can be used for the approximation of heavy-tailed distribution
[FW97], so that the results obtained here account for heavy-tailed distributions
at least in an approximative way. For the hypoexponential distribution – which
includes the Erlang distribution – the Fourier transform is given by a product of
the Fourier transform of neg. exponential densities. The uniformity follows from
the fact that the product meets the assumption of theorem 1 if all factors do.

Because of its importance for aggregated loads and for video traffic modeling
we additionally show that the normal distribution meets the assumptions given
in theorem 1. As the normal distribution has negative support it can be used
as a distribution for packet lengths only if the probability of negative values is
negligible. Nonetheless in the following we show that the Fourier transform of
the normal distribution N (μ, σ) meets the conditions assumed in theorem 1 for
all μ if σ tends to ∞. This includes parametrisations of the distribution which
are typical in modeling of real load.

Theorem 3. The distribution of the length of fragments of non-maximum length
for normal distributed packet length distribution tends to the uniform distribution
as σ →∞.
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Proof. The Fourier transform of the density of the normal distribution is given
by:

Fn(f) = e−i2πfμe−2π2f2σ2

Independently of μ and σ we have Fn(0) = 1 and taking the limit σ →∞ we see
that the second factor of Fn(f) tends to 0 increasingly faster with increasing σ
so that the function vanishes except for Fn(0). Using theorem 1 completes the
proof. �

Moreover, for concrete densities f(x) we compute the mean deviation of the
resulting fragment length distribution as given in equation 5.

du =
1
M

∫ ∞

−∞
| 1
M
	

(
x− 1

2M

M

)
− 	

(
x− 1

2M

M

)
(f(x) ∗XM (x))|dx

=
1
M

∫ ∞

−∞
| 	

(
x− 1

2M

M

)
(

1
M
− f(x) ∗XM (x))|dx

=
1
M

∫ M

0

| 1
M
−

∞∑

k=−∞
f(x− kM)|dx (5)

Using eq. (5) it can be seen that the limits given in theorems 2 resp. 3 are not of
mere theoretical value: In the right half of figure 2 we plotted du for three Erlang
distributions1 with k = 1, 5, 10. (The Erlang distribution equals the negative
exponential distribution for k = 1.) The deviation from the uniform distribution
decreases quite fast for all three distributions with increasing standard deviation.

In order to demonstrate that fragment distributions resulting from heavy-tailed
distributed packet lengths tend to the uniform distribution as well we additionally
present results for the log-normal distribution2 in the right half of figure 2. Here
too, the deviation from the uniform distribution decreases fast with increasing
standard deviation.

3 Load Transformations for Lossy Markovian Arrival
Processes

With the growing popularity of wireless networks the importance of packet losses
due to channel errors is increasing. So in order to predict secondary load in wire-
less networks it is highly desirable to elaborate models for load transformations
taking into account packet losses. For that reason we propose a transformation
procedure based on BMAPs modeling the influence of both, state dependent and
constant loss rates (cf. Prop. 2). In case of state dependent loss rates, we assume
that the underlying process is markovian. (This assumption is widely used in
the literature, e.g. [ZRM95, ZK99].) The proposed procedure mainly applies to

1 The pdf of the Erlang distribution is given by f(x) = λkxk−1e−λx

(k−1)! .

2 The pdf of the log-normal distribution is given by f(x) = 1
xσ

√
2π

e

(
− [ln(x)−μ]2

2σ2

)

.
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Fig. 2. Deviation from the uniform distribution on [0, M ] of the fragment distribution
for Erlang distributed packet lengths (left) resp. log-normal distributed packet lengths
(right).

scenarios with Forward Error Correction and can be used for load modeling and
parameter optimization.

Proposition 2. Let the instantaneous loss rate at time instant t be driven by
the Markov process X = (X(t) : t ≥ 0) with generator matrix QL. The loss
probability for a packet of length j in state i is given by ri,j . The lossy BMAP BS

L,
which results from a primary load model BP , has the state set Z = {ZB × ZX}
and is defined by the matrices

(DL
0 ) = DP

0 ⊕QL +
∞∑

i=1

Ei ⊗DP
i

(DL
i ) = (I − Ei)⊗DP

i , i ≥ 1

Moreover, Ei is given by

Ei = diag(r1,i, ..., rmL,i) =

⎛

⎜⎜⎜⎝

r1,i 0 · · · 0
0 r2,i · · · 0
... · · · . . .

...
0 · · · 0 rmL,i

⎞

⎟⎟⎟⎠ .

♦

The operator⊗ is the Kronecker product of two matrices,⊕ is the Kronecker sum
(cf. e.g. [Lau05]), mL is the number of states of X(t) and I is an identity matrix.
The resulting BMAP BS

L retains the properties of both markov processes, that
is the rates between state sets corresponding to specific states of the loss process
(arrival process) equal the original rates (see [HW07b] for a detailed discussion).

For validation purposes we compared the arrival process induced by a simula-
tively transformed BMAP to the corresponding BMAP, which was analytically
transformed. It is worth mentioning that both arrival processes were transformed
three times in series: That is fragmentation, header generation and transmission
over the lossy link. Thus we compare both models at the interface from physical
to data link layer at the receiving station.
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For the experiments shown here we consider two Gilbert-Elliot-Models as loss
processes.3 A Gilbert-Elliot-Model consists of two states with state 1 having a
lower error rate than state 2. We used the two generator matrices Q1 resp. Q2

as shown in formula (6) and the error rates r1 = 0 and r2 = 10−3 for both
processes.

Q1 =
(−8 8

2 −2

)
Q1 =

(−2 2
8 −8

)
(6)

In the following we illustrate the influence of the proposed loss transformation
on a BMAP-model of an MPEG stream representing a recorded soccer game.
The untransformed BMAP consists of three states, each representing one frame
type used in MPEG streams (i.e. I-, P - and B-Frames). As can be seen in the
upper half of figure 3 the proposed transformation procedure is able to capture
both, the interarrival times and the fragment length with good accuracy. We used
Q2 as the generator matrix of the loss process and the MPEG model mentioned
above as the arrival process. In case of the packet lengths no differences are
observable. The deviations which occur locally in case of the distribution of
the interarrival times stem from the constant transmission delay for fragments
of maximum length at t = 0.12ms which can only be approximated in the
markovian setting used here. It has to be stressed that the logarithmic scale
chosen her overemphasizes these deviations as they occur at small time scales.
Outside of this region the curves are hardly distinguishable.

As a large maximum batch size of the transformed model may hinder the sub-
sequent usage of analytic methods we could choose to reduce the transformed
BMAP-Model to a MAP-Model without batch arrivals. This is especially ad-
vantageous in the case of modeling data transmissions over links with high loss
rates as considered here: With typically lower maximum fragment length the
error induced by neglecting the real fragment length is lower than it would be
for high maximum fragment lengths or even unfragmented packets. Furthermore
if the length of the packets is large compared to the fragment length we can
legitimately assume that the fragments of non-maximum length are uniformly
distributed which simplifies the formula used for reducing the BMAP model.
The conversion procedure for this case is shown in eq. (7). We chose to model a
fragment of non-maximum length as an arrival with probability 0.5 in order to
match the mean rate in case these fragments are uniformly distributed.

DMAP
0 = DBMAP

0 +
1
2

M−1∑

i=1

DBMAP
i , DMAP

1 = DBMAP
M +

1
2

M−1∑

i=1

DBMAP
i (7)

As is illustrated in the lower half of figure 3 we are able to capture the inter-
arrival times and the mean arrival rate of the simulatively transformed BMAP
model with good accuracy even though we neglected the batch sizes. For this
experiment we used Q1 and Q2 as generator matrices for the loss process and

3 The parametrisations used here are of exemplary nature. Parametrisations for real
links can be found e.g. in [ZRM95].
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Fig. 3. Evaluation of the empirical distribution of the fragment lengths and the inter-
arrival times for the transformed BMAP (upper half) resp. MAP (lower half)

applied the loss transformation to the MAP resulting from application of for-
mula (7) to the BMAP model of the MPEG stream after fragmentation. In the
lower left plot the empirical distribution of the interarrival times in case of Q2 is
shown. As can be seen higher deviations of the curves occur for small interarrival
times. This results from the disregard of the batch sizes of the fragments of non-
maximum lengths which experience a lower transmission delay. For fragments of
maximum length the transmission delay of 0.12ms bounds the interarrival time.
Nonetheless the MAP approximation is able to capture the behaviour of the
simulatively transformed arrival process with good accuracy, which is quite re-
markable given that the batch size is neglected. In the right lower plot we ad-
ditionally illustrate that the mean arrival rate is captured with high accuracy
for both loss processes. We do not show the empirical distribution because the
packet lengths resulting from the MAP are constant.

Mean Arrival Rate

In the proposed transformation procedure packet arrivals are modeled as time-
less events. Therefore, the probability of an arrival of a corrupted packet solely
depends on the stationary state probability of the loss process πL. The mean
rate of the lossy BMAP thus can be computed as given by formula (8). Here
e denotes a column vector [1 1 ... 1]′ of correctly chosen length. Furthermore,
π is the stationary state probability of the BMAP defining primary load and
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P i denotes the matrix with the state-dependent transmission probabilities of a
packet of length i on the main diagonal.

R =
∞∑

i=1

i
(
(π ·Di · e) · (πL · P i · e)) (8)

If the arrivals are fragmented prior to the transmission over the lossy link,
the mean rate can be computed based on the following considerations: The frag-
mented arrival process, which is subject to packet losses, consists of a sequence of
arrivals of maximum length, interrupted by an arrival of non-maximum length.
This corresponds to a fragmentation of packet at primary load level in n − 1
fragments of maximum length M and one single fragment of length 0 to M −1.4
The fragments of maximum length experience a transmission probability PM

and the arrival of a packet at primary load level induces E[LF ] such fragments
in mean. It follows:

R =
M−1∑

i=1

i
(
(π ·DTF

i · e) · (πL · P i · e)) +

M · ((π · λ) · (πL · PM · e)) · E[LF ] (9)

Here, λ denotes the row vector consisting of the rates out of the states 1, ..., n and
DTF

i the rate matrix of fragments of length i < M (see [HW07a]). For the real-
istic evaluation of the mean arrival rate we also consider the additional overhead
each fragment induces. This leads to a tradeoff between lower error probabilities
for shorter packets and an increasing overhead. Therefore, we enhance formula
(9) by i

i+h , which leads to:

R′ =
M−1∑

i=1

i
(
(π ·DTF

i · e) · (πL · P i · e)) · i

i + h
+

M · ((π · λ) · (πL · PM · e)) · E[LF ] · M

M + h
(10)

By using formula (10) we now can optimize the maximum fragment size for
a given combination of arrival and loss process. It is worth mentioning that the
fragment size only has to be computed when the characteristics of the arrival
resp. the loss process change. Furthermore, the major influence of the mean
packet size at primary load level can be recognized by inspecting formula (10).
The distribution of the packet length only influences the sum in this formula,
whose impact on the result decreases with increasing mean packet length.

This assumption is confirmed by the three cases illustrated in figure 4. All
three primary load models generate 138000 arrivals per second. The arrival pro-
cesses can be described as follows: BMAP B1 generates packets of uniformly
distributed length at a rate of 1000 arrivals per second. BMAP B2 is the model
4 The fragment length 0 of the n− th packet models the case, where the packet length

is a multiple of the fragment length.
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Fig. 4. Mean arrival rate λ∗ of the transformed BMAPs B1,2,3 and the directly com-
puted rate R′

B2

for an MPEG stream used above. The model has 3 states and packet lengths are
distributed according to the empirical distribution derived from the trace data.
BMAP B3 generates batch arrivals of constant length at a rate of 1000. The
mean arrival rate depending on the maximum fragment length was computed
by means of formula (11). Analogous to formula (10) the formula for the mean
arrival rate of a BMAP (see [Luc93]) was enhanced by the factor i

i+h in order to
consider the additionally introduced overhead. In the left half of figure 4 it can
be observed that, despite the different properties of the three arrival processes,
the maximum according to formula (11) lies in the same region for all processes.
This emphasises the major influence of the mean packet length, which was iden-
tical for all of the three processes. In the right half of the figure we additionally
plotted the curves according to formula (10) resp. (11) for validation purposes.
No differences are visible.

λ∗ = π

( ∞∑

i=1

i

i + h
iDi

)
e (11)

Moreover, based on the considerations presented in section 2.2 in many cases
a uniform distribution may serve as a good approximation for lengths of those
fragments which have non-maximum size. Here, the distribution of packet lengths
can be neglected and the preceeding equation reduces to:

R′ ≈ π · λ
M

M−1∑

i=1

i2

i + h

(
(πL · P i · e)) +

M2

M + h
· ((π · λ) · (πL · PM · e)) ·E[LF ] (12)

The assumption of uniformity is especially legitimate in the case of wire-
less links with high loss rates. In these scenarios the maximum fragment length
which maximizes the throughput is typically much smaller than in conventional
networks. By inspecting the sum in equation (12) it can be seen that the sin-
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gle summands do not depend on M anymore. Hence, besides the reduction of
matrix multiplications, by re-using the computed values the number of opera-
tions necessary only depends on the maximum value of M used and not on the
number of distinct values chosen for M . This means that we are able to com-
pute the throughput for a high number of parametrisations without significantly
increasing the number of operations necessary.

4 Conclusions

In this paper the concept of load transformation has been discussed. This con-
cept has been applied to primary loads the behaviour of which is reflected by
BMAPs. As concrete load transformations, on the one hand, we assumed packet
fragmentation (as it occurs in most of current networks) the effect of which could
be modeled with high accuracy. Moreover we showed that distribution of frag-
ments of non-maximum lengths tends to the uniform distribution which allows
us to simplify the proposed modeling approach for load transformations.

On the other hand, we were also able to elaborate realistic analytical models
taking into account the impact of packet losses in wireless networks on sequences
of packets to be transmitted. Finally we illustrated how to use the analytical
description of secondary load in order to compute efficiently the throughput at
lower layer interfaces. This result can be directly used for the optimization of
network parameters.

We will continue to extend the work presented here. Besides the development
of further models for load transformation and the validation with measured data
we are also continuing to use the transformed models for the investigation of
network load characteristics as illustrated in this article. Moreover we hope that
the concept of load transformation presents a valuable means for performance
evaluation.
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Abstract. In this paper, we consider a discrete-time queueing model
with infinite waiting room and one single output channel. Users from
an infinite user population can start and end sessions during which they
are active and send packets to a buffer system. Each active user gen-
erates a random but strictly positive number of packets per time slot.
The queueing model is applied to study the traffic of a web server, where
each session corresponds to one file download. This approach has the
advantage of leading to analytical expressions for the main performance
measures (buffer occupancy, delay, . . . ) of the output buffer of the web
server. Specifically, in this paper, a closed-form expression for the mean
session delay is obtained. We then apply the model to a web server, based
on a trace of actual web traffic. Using the model, we can rapidly study
the influence of the different system parameters and compare various al-
ternatives.

Keywords: Discrete-time queueing model, session-based arrivals, per-
formance evaluation, packet-based networks, web servers.

1 Introduction

In many communication systems buffers are used for the temporary storage of
information packets. A deep understanding of the behavior of these buffers is
therefore important to study the performance of the whole system. The perfor-
mance measures of a packet buffer, such as buffer occupancy, delay, ... strongly
depend on the nature of the packet arrival process. Session-based arrival streams
are a new approach for modeling the traffic streams that arise in modern telecom-
munication networks. We consider an infinite user population where each user
is capable of starting and ending sessions. During a session a user is active and
sends information through the communication system.

In this paper, we consider a session-based arrival process where each active
user generates a random but strictly positive number of packets per slot. Hence,
each user generates a non-interrupted data flow until the user’s session ends,
where the number of generated packets varies from slot to slot, but is never equal
to zero. The model under study can thus be seen as an extension of the train
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arrival process (see e.g. [3,4,6,8,9,10,15,16,14]), where messages (the equivalent
of what we consider sessions) arrive in the buffer at the rate of one packet per
slot. Also related is the correlated train arrival process (see e.g. [12,17]), where
a finite number of users generate one packet per slot during active periods and
no packets during passive periods.

Although in our model the generated traffic does not exhibit interruptions, it
has its practical use. Consider for instance a file server that serves a number of
users (e.g. a video on demand server). If we define the download of a file by one
user as one session, our model delivers a good description of the outgoing data
buffer behavior. As another example, consider a user hitting the ‘send’ button
after writing an email. The transmission of this email to the central mail server
can be considered as a session.

In a previous paper [11], we have investigated the buffer occupancy and the
packet delay in a discrete-time buffer system with session-based arrival streams.
The aim of the present paper, however, is to derive analytical results for the
mean session delay, which poses a significant additional effort. The delay of a
session is regarded at the level of the buffer. It is the time from the moment
that the first packet of the session arrives in the buffer, until the last packet
of the session has left the buffer. The mean session delay is derived under the
assumption of a first-come-first-served (FCFS) queueing discipline for packets.
The model is also applied to a web server, based on a trace of actual web traffic.

The outline of the paper is as follows. In the next section, we describe the
model under study. The mathematical model and the system equations are given
in Sect. 3. Some results of [11], which are necessary for the analysis of the present
paper, are summarized in Sect. 4. The analysis of the mean session delay is
presented in Sect. 5. The model is applied to an actual web server in Sect. 6.
Conclusions are given in Sect. 7.

2 Model Description

In this paper, we consider a discrete-time queueing system with one single out-
put line and an infinite storage capacity. As usual for discrete-time models, the
time axis is divided in fixed-length time intervals, referred to as slots, and packet
transmissions can start and end at slot boundaries only [5,13]. Packets entering
the queueing system cannot leave the buffer at the end of their arrival slot:
their system time must include at least one whole time slot. An infinite user
population starts and ends sessions, during which information is sent over the
communication system. When a user starts a session, the user generates a vari-
able but strictly positive number of packets per slot. The session ends when the
user has no more data left to send. We define the length of a session as the time
between the start and end of the session, i.e., the number of slots during which
packets from the session arrive to the buffer.

Note that we do not put a limit on the number of users simultaneously gen-
erating packets. The numbers of new sessions starting in successive slots are
assumed to be independent and identically distributed (i.i.d.) random variables.
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In normal conditions, internet users act independently from each other and thus
this seems a realistic assumption. The session lengths are assumed to be geo-
metrically distributed.

The transmission time of a packet is also geometrically distributed and inde-
pendent of the transmission times of other packets. Note that the assumption
of geometric transmission times enables us to study buffer systems for packets
of variable size. Alternatively, the model can also be used to describe a system
with constant packet transmission times of one slot and an unreliable output line
subject to random failures that occur independently from slot to slot. Indeed,
the latter results in a geometric distribution for the effective transmission times
required for the successful transmission of a packet.

Finally, the queueing discipline is FCFS for packets. This means that packets
are transmitted in the order they were stored in the buffer, whereby packets that
arrive during the same slot are assumed to be stored (and hence transmitted) in
random order.

3 Mathematical Model and System Equations

Let us define the random variable ak as the number of active sessions during
slot k (k is an integer ≥ 1). Also, let sk denote the number of new sessions
generated during slot k and let uk be the buffer occupancy (i.e., the total number
of packets in the buffer) after slot k. The variable pi

k indicates the number of
packets generated during slot k by session i and mk is the total number of packets
generated during slot k.

As the sk’s are i.i.d. variables, the distribution of sk is independent of the slot
index k. The probability generating function (pgf) of the number of new sessions
per slot is given by

Sk(z) � E[zsk ] =
∞∑

n=1

Prob[sk = n] zn = S(z) , (1)

where E[.] denotes the expected value operator and where z is a complex variable
lying in the region of convergence of the power series in (1).

The pgf of the number of packets generated per slot per session is given by

P i
k(z) � E

[
zpi

k

]
= P (z) , (2)

where P (0) = 0, since at least one packet is generated per session per slot.
The session lengths are geometrically distributed with parameter α and thus

described by the following probability mass function and pgf:

�(n) � Prob[session length is n slots] = (1− α)αn−1 , n ≥ 1 , (3)

L(z) =
(1 − α)z
1− αz

. (4)

This means that the mean session length is given by L′(1) = 1/(1− α).
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Analogously, the transmission time of a packet is also geometrically dis-
tributed with parameter 1−σ and the mean transmission time equals 1/σ. Owing
to the memoryless property of this geometric distribution, whenever there is a
packet under transmission during a slot, this transmission will end at the end
of this slot with probability σ and the transmission will continue with proba-
bility 1 − σ, independent of the length of the elapsed part of the transmission
time.

Furthermore, we define a variable ci
k that is one if the ith session that is active

in slot k − 1, still continues in slot k, and zero otherwise. As the session length
is geometrically distributed, the ci

k’s are i.i.d. Bernoulli random variables with
the following probability mass function:

Prob
[
ci
k = 0

]
= 1− α , Prob

[
ci
k = 1

]
= α . (5)

In view of the above model description and definitions, the evolution in time of
the number of active sessions, the total number of packets generated per slot
and the buffer occupancy is then expressed by the following system equations
(see Fig. 1):

ak = sk +
ak−1∑

i=1

ci
k , (6)

mk =
ak∑

i=1

pi
k , (7)

uk = mk + (uk−1 − rk)+ , (8)

where (.)+ = max(., 0), and where the rk’s are i.i.d. Bernoulli variables with
probability mass function

Prob[rk = 0] = 1− σ , Prob[rk = 1] = σ . (9)

Clearly, the interpretation of (8) and (9) is that if the system is not empty, a
packet leaves with probability σ, which is indeed the case if the transmission
times have a geometric distribution.

Fig. 1. Definitions of the random variables mk, uk and rk
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4 Preliminary Results

In [11], we have analyzed the arrival process and the buffer occupancy. One of
the results is an implicit expression for the steady-state joint pgf Q(x, z) of the
number of active sessions and the buffer occupancy:

Q(x, z) � lim
k→∞

E[xakzuk ]

=
S(xP (z))

z
{Φ(z)Q(C(xP (z)), z) + σ(z − 1)p0} , (10)

where C(z) � 1 − α + αz is the pgf of the variable ci
k and where Φ(z) is equal

to σ + (1 − σ)z. The quantity p0 denotes the steady-state probability of having
an empty buffer at the start of an arbitrary slot and is given by

p0 = 1− P ′(1)S′(1)
σ(1 − α)

. (11)

From the functional equation (10), the mean number of active sessions A′(1)
during a slot can be derived:

A′(1) =
S′(1)
1− α

. (12)

In [11], the derivation of the steady-state pgf U(z) of the buffer occupancy is
explained. Here we only give the expression for the mean buffer occupancy U ′(1):

U ′(1) =
1

2(1− α)2σp0

{
2P ′(1)S′(1)[1 − α + P ′(1)(α− S′(1))]

+ S′′(1)P ′(1)2 + S′(1)P ′′(1)(1− α)
}− αP ′(1)S′(1)

(1− α)2
. (13)

5 Analysis of the Session Delay

In this section, we derive an expression for the mean session delay, under the
assumption of a FCFS queueing discipline for packets. It is useful to study the de-
lay of a whole session, especially in the case where we consider a non-interrupted
data flow to be one session. We define the session delay ds as the time period
between the end of the slot in which the first packet of a session arrives in the
buffer and the end of the last transmission slot of the last packet of the session.
So, in the case of a file transfer, the session delay represents the time it takes
to download the whole file. Determining the pgf of the session delay is compli-
cated, and we therefore only derive the mean value. The mean session delay is
given by

E[ds] =
∞∑

n=1

E
[
ds|n

]
Prob[session lasts n slots] , (14)
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where ds|n denotes the session delay in the case that the session lasts n slots. The
probability that a session lasts n slots is given by the probability mass function
of the session length �(n) (see (3)). We need to make a distinction between ds|1
and ds|n for n > 1.

5.1 Delay of a Session with Length 1

In view of the FCFS queueing rule for packets, the delay of a session with length
1 is given by the time needed to transmit all the packets present in the buffer
after the session’s arrival slot except the ones that arrived after the last packet of
the session. If we define qs as the total number of packets that arrive in the same
slot as the session, but after the last packet of the session, and us as the total
buffer occupancy after the session’s arrival slot, we get the following expression
for the mean session delay:

E
[
ds|1

]
= (E[us]− E[qs])E[t] , (15)

where E[t] is the mean packet transmission time, which is given by 1/σ.
Note that us is the buffer occupancy after the arrival slot of a tagged newly

started session. Let ss and as denote the total number of new sessions and
the number of active sessions respectively, during the arrival slot of the tagged
session. In order to derive the joint pgf of ss, as and us for a slot in the steady
state where a new session starts, we first need to define H(x, y, z) as the joint
pgf of the random variables sk, ak and uk for a random slot k in the steady
state. Applying the system equations of Sect. 3, we obtain for the steady-state
pgf H(x, y, z):

H(x, y, z) � lim
k→∞

E[xskyakzuk ]

= S(xyP (z)) lim
k→∞

E
[
C(yP (z))ak−1z(uk−1−rk)+

]

=
S(xyP (z))

z
{Φ(z)Q(C(yP (z)), z) + σ(z − 1)p0} , (16)

where we have also used the property that H(1, y, z) = Q(y, z).
The joint pgf G(x, y, z) of the random variables ss, as and us for a slot in the

steady state where a tagged new session starts, is then given by (which can be
shown using similar methods as in [3,4])

G(x, y, z) � E[xssyaszus ]

=
x

S′(1)
∂

∂x
H(x, y, z)

=
x y P (z)S′(xyP (z))Q(y, z)

S′(1)S(yP (z))
. (17)
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This expression enables us to calculate the mean buffer occupancy after the
arrival slot of a tagged new session and the mean number of active sessions
during such a slot:

E[us] =
∂

∂z
G(1, 1, 1) = U ′(1) + P ′(1)(1 − S′(1)) +

S′′(1)P ′(1)
S′(1)

, (18)

E[as] =
∂

∂y
G(1, 1, 1) = A′(1) + (1− S′(1)) +

S′′(1)
S′(1)

. (19)

The only unknown quantity left to derive in (15) is E[qs]. If we define ms as the
total number of packet arrivals during the tagged slot and mt as the number of
packets sent by the tagged session, qs is only dependent on ms and mt, due to
the random order of the packet arrivals in a certain slot. Specifically, it can be
shown that

Prob[qs = �|ms = m, mt = m∗] =

(
m−�−1
m∗−1

)
(

m
m∗

) , 0 ≤ � ≤ m−m∗ . (20)

If we further define p(j, �, m, m∗) as Prob[as = j, qs = �, ms = m, mt = m∗] and
q(j, m, m∗) as Prob[as = j, ms = m, mt = m∗], E[qs] is given by

E[qs] =
∞∑

j=1

∞∑

m=j

m−j+1∑

m∗=1

m−m∗∑

�=0

� p(j, �, m, m∗)

=
∞∑

j=1

∞∑

m=j

m−j+1∑

m∗=1

m−m∗

m∗ + 1
q(j, m, m∗)

=
∞∑

j=1

E

[
ms −mt

mt + 1

∣∣as = j

]
Prob[as = j] , (21)

where we have used the known property that

n∑

t=k

(
t

k

)
=

(
n + 1
k + 1

)
. (22)

To determine the conditional expected value in (21), we need the joint pgf of the
random variables ms and mt conditioned on as. We define this pgf as Ωj(x, y),
and we find

Ωj(x, y) � E[xmtyms |as = j]

= E
[
xmtymt+

∑ j−1
i=1 pi

∣∣as = j
]

= P (xy)P (y)j−1 , (23)

because the number of packets pi generated per session per slot is independent of
the number of sessions and the number of packets generated in another session.



54 L. Hoflack et al.

Using Ωj(x, y), we then obtain

E

[
ms −mt

mt + 1

∣∣as = j

]

=
(

∂

∂y
E

[
yms

∫ 1

0

xmtdx
∣∣as = j

]) ∣∣∣∣∣
y=1

−
(

1− E

[∫ 1

0

xmtdx
∣∣as = j

])

=
(

∂

∂y

∫ 1

0

Ωj(x, y)dx

) ∣∣∣∣∣
y=1

− 1 +
∫ 1

0

Ωj(x, 1)dx

= (j − 1)P ′(1)
∫ 1

0

P (x)dx . (24)

Finally, combining (15), (18)–(21) and (24), we get for the mean session delay
of a session with length one:

E
[
ds|1

]
=

1
σ

{
U ′(1) + P ′(1)(1− S′(1)) +

S′′(1)P ′(1)
S′(1)

−
[
αS′(1)2 + S′′(1)(1− α)

(1− α)S′(1)

]
P ′(1)

∫ 1

0

P (x)dx

}
. (25)

5.2 Delay of a Session with Length Larger than 1

The session delay of a session that lasts n slots (n > 1) is given by the total
remaining transmission time needed to send the packets present in the buffer
after the first slot, the new packets arriving in the following n − 2 slots, and
the packets arriving no later than the last packet of the session in the last slot
(including the last packet). So if we tag a new session and the slot it started in
as slot J , we define u(J+i) as the buffer occupancy after the (i + 1)th slot of the
session (0 ≤ i ≤ n − 1), m(J+i) as the total number of packets arriving in the
(i + 1)th slot and q̄ as the number of packets that do not arrive after the last
packet of the session in the last slot. We can then write the mean session delay
for a session with length n as

E
[
ds|n

]
=

(
E

[
u(J)

]
+

n−2∑

i=1

E
[
m(J+i)

]
+ E[q̄]

)
E[t] . (26)

The first term E
[
u(J)

]
is equal to E[us] defined in the previous section, and

therefore given by (18).
The terms E

[
m(J+i)

]
are equal to P ′(1)E

[
a(J+i)

]
, where a(J+i) is defined as

the number of active sessions in slot J + i. The following holds (1 ≤ i ≤ n− 1):

a(J+i) = s(J+i) +
a(J+i−1)−1∑

k=1

ck
(J+i) + 1 , (27)
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as the number of active sessions is equal to the sum of the new sessions and
the ones that continue, and where the term 1 represents the tagged session that
continues with certainty. By taking the mean of this expression, we find

E
[
a(J+i)

]− 1 = S′(1) + (E
[
a(J+i−1)

]− 1)α

=
i−1∑

k=0

αkS′(1) + αi(E
[
a(J)

]− 1) . (28)

The term E
[
a(J)

]
in (28) is equal to E[as] defined in the previous section and

given by (19). Substituting this, we get for E
[
a(J+i)

]
:

E
[
a(J+i)

]
= 1 +

S′(1)
1− α

+ αi

(
S′′(1)
S′(1)

− S′(1)
)

, 1 ≤ i ≤ n− 1 . (29)

To derive the mean of q̄, we define mt as the number of packets that the tagged
session generates in its last slot. Due to the random order of the packet arrivals
in a certain slot, q̄ (the number of packets arriving in the last slot of the session
no later than the last packet of the session) is only dependent on mt and the
total number of packet arrivals during the last slot m(J+n−1). Specifically, it can
be shown that

Prob
[
q̄ = �|m(J+n−1) = m, mt = m∗] =

(
�−1

m∗−1

)
(

m
m∗

) , 0 ≤ � ≤ m−m∗ . (30)

In an analogous way as in the previous section, we get

E[q̄] =
∞∑

j=1

E

[
mt(m(J+n−1) + 1)

mt + 1

∣∣a(J+n−1) = j

]
Prob

[
a(J+n−1) = j

]
. (31)

Because the random variables m(J+n−1) and ms (defined in the previous section)
are identically distributed, we can use the result in (24) to obtain

E

[
mt(m(J+n−1) + 1)

mt + 1

∣∣a(J+n−1) = j

]
= jP ′(1)− (j − 1)P ′(1)

∫ 1

0

P (x)dx . (32)

Combining (18), (19), (26) and (29)–(32), we obtain for E
[
ds|n

]
:

E
[
ds|n

]
=

1
σ

{
U ′(1) + P ′(1)(1− S′(1)) +

S′′(1)P ′(1)
S′(1)

+ (n− 1)P ′(1)
(

1 +
S′(1)
1− α

)
+ P ′(1)

α− αn

1− α

(
S′′(1)
S′(1)

− S′(1)
)

−
[

S′(1)
1− α

+ αn−1

(
S′′(1)
S′(1)

− S′(1)
)]

P ′(1)
∫ 1

0

P (x)dx

}
. (33)
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5.3 Mean Session Delay

With the results we have obtained, we can derive an explicit expression for the
mean session delay:

E[ds] =
∞∑

n=1

E[ds|n](1 − α)αn−1

=
1
σ

{
U ′(1) +

P ′(1)
1− α

+
P ′(1)S′′(1)

S′(1)(1− α2)
+

P ′(1)S′(1)(α2 + 2α− 1)
(1− α2)(1− α)

−
[
2αS′(1)
1− α2

+
S′′(1)

S′(1)(1 + α)

]
P ′(1)

∫ 1

0

P (x)dx

}
. (34)

6 Applying the Model to a Web Server

We consider a web server: this is a computer system that accepts requests from
users for a certain web page or embedded file (e.g. a picture or a movie), and
that responds by sending the requested file to the user. A web server generally
contains the web pages of many websites. We apply our model on the situation
depicted in Fig. 2: the web server is connected to the internet through a gateway.
This gateway contains a data buffer for outgoing data (from the server to the
internet). If we consider the transmission of one file to a client as one session, it is
obvious that the buffer for outgoing data will experience session-like data traffic.
We also suppose that the data transfer from the server to the gateway is uninter-
rupted. The model proposed in this paper can therefore be applied. Fixed-length
packets requiring one slot of transmission time are considered. The gateway has
an unreliable output line subject to random failures, occurring independently
from slot to slot.

We need to assign realistic values to the parameters that are involved in the
model. First of all, we look at the pgf P (z) of the number of packets generated
per session per slot. We assume that the output line of the gateway (connected to
the internet) has a typical bandwidth of 100 Mbit/s. The pgf P (z) is dependent
on the characteristics of the web server itself: we assume that the web server
has a maximum transfer rate of 1000 Mbit/s (as is the case for e.g. the HP
ProLiant DL585 Rack Storage Server). Therefore, the pgf P (z) can be written
as

∑I
i=1 Prob[p = i] zi, where the value of I is 10, as the transfer rate is at most

10 times higher than the bandwidth of the output channel. We need to choose the

Fig. 2. A web server connected to the internet through a gateway
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probabilities Prob[p = i] in a realistic manner. For a certain number of packets
p per slot, the transfer rate is equal to p times 100 Mbit/s. The assignment of
the probabilities to these values is done by dividing the values of p into three
classes. When p = 1-3, the transfer rate per session equals 100-300 Mbit/s, so
this corresponds with a low transfer rate per session. Because this low transfer
rate occurs the least frequently, we assign a weight factor equal to 1 to these
p-values. Analogously, the second class contains p = 4-6 (medium transfer rate)
and has a weight factor 3, because a medium transfer rate will occur the most
frequently. The third class contains p = 7-10 (high to maximum transfer rate)
and has a weight factor 2. The pgf P (z) then looks as follows:

P (z) =
1
20

{(
3∑

p=1

zp

)
+ 3

(
6∑

p=4

zp

)
+ 2

(
10∑

p=7

zp

)}
, (35)

and P ′(1) = 5.95 packets are generated per session per slot. This means that
we assume that the mean transfer rate per file from the server equals 5.95 times
100 Mbit/s (so 595 Mbit/s).

Until now, we have not defined the length of a slot (in seconds). If we assume
that the parameter σ models the availability of the output channel (see further),
the slot length tslot is the time needed to send one packet if the channel is
available. We define the size of one packet as 100 bytes. Because the bandwidth
of the output channel is 100 Mbit/s, the slot length is given by 100 bytes/(100
Mbit/s). So, the slot length tslot is equal to 8 μs.

At http://ita.ee.lbl.gov/html/contrib/EPA-HTTP.html, a trace of real web
traffic can be found. A trace is a log file that contains all the file requests of
clients during a whole day. We removed the invalid and empty requests from
it, and extracted the time stamp and the byte size of all the file requests. Each
file request then corresponds to a session. If we look at the byte sizes of the
files occurring in the trace, it is possible to approximate the distribution of the
file size by a geometric distribution, for the smallest byte sizes (a size smaller
than 6000 bytes). For higher file sizes, the geometric distribution is a coarser
approximation: the distribution of the actual file sizes is heavy-tailed [7]. The
files on a web server are typically either small or either very large [2], hence this
result. We neglect this heavy tail and as a result we obtain that the mean file
size (in the trace) is equal to 1862 bytes. To derive a value for the mean session
length Ts (and hence the parameter α), we need this mean file size. We know
that the pgf of the total number of packets generated by a session is given by

Ptot(z) = E[zptot ] = E
[
z

∑ �i
k=1 pi

k

]
= L(P (z)) , (36)

where L(z) is given by (4) and P (z) by (35). We match the first moment of
this distribution to the mean file size to obtain an equation for the mean session
length Ts = L′(1):

E[ptot] = L′(1)P ′(1) =
E[file size in trace]

100 bytes
. (37)
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Table 1. Performance measures

σ = 0.95 σ = 0.5 σ = 0.2

System load ρ 0.157 0.298 0.745

Mean number of
active sessions A′(1) 0.025 0.025 0.025

Mean buffer
occupancy U ′(1) 2.756 6.696 47.936

Mean session delay 22.723 slots 51.053 slots 333.84 slots
E[ds] = 181.78 μs = 408.42 μs = 2670.7 μs

Solving this equation gives the following result:

Ts = 3.13 slots , (38)

and hence
α = 0.6805 . (39)

Left to determine is the pgf S(z) of the number of new sessions per slot. Because
the slot length is small, we assume that at most one new session begins per slot, so
S(z) = 1−β+βz. The parameter β is the probability that one new session starts.
We look at a web server that serves a lot of customers during a rush period. If we
assume that on average 1 session is started per millisecond, β is equal to 0.008.

The remaining parameter is σ. We assume that σ is a measure for the availabil-
ity of the output channel and we look at the performance measures for different
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Fig. 3. Mean buffer occupancy (in packets) versus the output channel availability σ
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Fig. 4. Mean session delay (in μs) versus the output channel availability σ

values of σ. Figure 3 shows the mean buffer occupancy versus σ, whereas Fig. 4
shows the mean session delay versus σ. Numerical results are also given in Ta-
ble 1 for three values of σ: σ = 0.95, σ = 0.5 (channel available half of the time),
and σ = 0.2 (unreliable channel).

Note that a lower value of σ corresponds with a higher load: the load for
σ = 0.2 is almost five times higher than the load for σ = 0.95. The results
indicate that the mean buffer occupancy and the mean session delay increase
with a factor higher than 5. For σ = 0.2, the system becomes slightly overloaded:
the mean session delay has a dimension of milliseconds, while the actual mean
transmission time is only 1/σ = 40 μs. The mean number of active sessions is
(logically) the same for all values of σ, as it does not depend on σ.

As this example shows, our model gives us the opportunity of quickly com-
paring different situations corresponding with different values of the system pa-
rameters, for dimensioning purposes.

7 Conclusions

In this paper, we have extended the analysis of the queueing model studied
in [11], i.e., a discrete-time buffer system with session-based arrival streams. By
means of a generating-functions approach, we have derived an explicit expression
for the mean session delay.

We also have applied the model to a web server, based on a trace of actual
web traffic. It is possible to fit the data to the model, by introducing some
restrictions. The most important restriction is the assumption that the session
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length is geometric. Allowing non-geometric session lengths can therefore lead
to more accurate results. This will be the subject of future research.

Acknowledgment. The first author gratefully acknowledges the financial sup-
port from the Research Foundation - Flanders (FWO-Vlaanderen).
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Abstract. We consider a discrete-time queueing system with two pri-
ority classes and absolute priority scheduling. In our model, we capture
potential correlation between the arrivals of the two priority classes. For
practical use, it is required that the high-priority queue is of (relatively)
small size and we hence use a model with finite high-priority queue ca-
pacity. We obtain expressions for the probability mass functions of the
steady-state system content and delay of the high-priority class as well
as for the probability generating functions and moments of the steady-
state system content and delay of the low-priority class. The results are
compared to those of a similar system, but with an infinite capacity for
high priority packets, and it is shown that the latter can be inaccurate.
We also investigate the effect of correlation between the arrivals of both
priority classes on the performance of the system.

Keywords: Queueing Systems and Network Models, Performance
Modelling.

1 Introduction

The huge difference between the Quality of Service (QoS) demands for real-time
traffic flows and best-effort traffic flows emburdens packet-based telecommunica-
tion networks, such as the Internet. Real-time traffic, such as Voice over IP, can
often endure some packet loss but requires low delays and/or low delay jitter.
Best-effort traffic benefits from low packet loss, hence avoiding retransmissions,
but has less stringent delay characteristics. Therefore the packets are distributed
into classes according to their QoS requirements. In the nodes (routers, . . . ) of
the network, packets typically have to wait before being transmitted to the next
node and thus constitute a queueing process. The order in which packets are
transmitted is based on class-dependent priority rules. This approach to QoS
� Corresponding author.
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differentiation is applied in the DiffServ architecture for Internet Protocol (IP),
successfully implemented in corporate networks and debated on as one of the
possible approaches to QoS in the future Internet [1].

In this paper, we study a queueing system with a single server supplying two
queues, one per priority class, and an Absolute Priority scheduling algorithm,
in order to minimize the delay of the high-priority (real-time) packets. The low-
priority packets (class 2) are only served if there are no high-priority packets
(class 1) in the system. This is the most drastic scheduling method, minimiz-
ing class-1 delay at the cost of class-2 performance, but is easy to implement.
Analytic studies of queueing systems generally assume infinite queue capacity
facilitating the mathematical analysis of the system. In the setting under consid-
eration however, the class-1 packets are delay-sensitive so we require the class-1
queue capacity to be as small as possible while still meeting the required packet
loss constraints for this traffic. Note that class-1 traffic that does not arrive at
its destination in time is of no use and can be considered lost. We therefore
consider a system with finite class-1 queue capacity. On the other hand, the
loss-sensitivity of the class-2 packets results in a class-2 queue capacity as large
as practically feasible, justifying the assumption of an infinite class-2 queue ca-
pacity. Notice that the number of arrivals of both classes can be correlated. A
single user often generates packets of both classes simultaneously or no pack-
ets at all, yielding positive correlation. On the other hand, negative correlation
arises when the number of sources that generate (class-1 or class-2) packets is
limited as will be further investigated in the study of an output-queueing switch
in the applications.

In the literature, priority queues have been discussed with various arrival and
service processes, such as in the contributions [2,3,4,5,6,7]. The presented paper
complements [2] where both queues are presumed to be of infinite capacity. As
the class-1 queue capacity must be small in order to obtain a low class-1 delay the
assumption that this queue has infinite capacity can lead to inaccurate results.
Assessing the impact of the finite class-1 queue capacity on the performance
measures is the purpose of the present contribution. Finite queue capacity is
considered in [5] as well but only the packet loss is investigated profoundly and
the delay is not analysed.

This paper is constituted as follows. First the model under consideration will
be thoroughly described. In section 3 we investigate the system content for both
classes and the class-1 packet loss ratio. Section 4 handles the delay of both
classes. Afterwards, the results are applied in some numerical examples. We
finally formulate our conclusions.

2 Model

We consider a discrete-time single-server priority queueing system with 2 classes,
finite class-1 queue capacity N and an infinite class-2 queue. Class-1 packets are
served with absolute priority over class-2 packets and within a class the queueing
discipline is First-Come-First-Served (FCFS). The Tail Drop queue management
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algorithm is used for the class-1 queue, hence the system accepts packets until
the corresponding queue is entirely filled and packets that arrive at a full queue
are dropped by the system. Time is divided into fixed-length slots corresponding
to the transmission time of a packet. A packet can only enter the server at
the beginning of a slot, even if it arrives in an empty system, and its service
takes until the end of that slot (deterministic). The system can contain up to
N + 1 class-1 packets simultaneously in a slot, N in the queue and 1 in the
server. Consequently, there are at most N class-1 packets in the system at the
beginning of a slot. Also note that a class-1 packet thus resides in the system
for at most N slots, which bounds its delay.

We assume that for both classes the number of arrivals in consecutive slots
form a sequence of independent and identically distributed (i.i.d.) random vari-
ables. We define ai,k as the number of class-i (i = 1, 2) packet arrivals during slot
k. The arrivals of both classes are characterized by the joint probability mass
function (pmf)

a(m, n) = Prob[a1,k = m, a2,k = n] , (1)

and joint probability generating function (pgf)

A(z1, z2) = E[za1,k

1 z
a2,k

2 ] . (2)

Note that the arrival process allows correlation between both classes. Let the
mean number of class-i arrivals per slot (class-i arrival load) be

λi = E[ai,k] =
∂A(z1, z2)

∂zi

∣∣∣∣
z1=1,z2=1

, (i = 1, 2) . (3)

The total arrival load equals λT = λ1 + λ2.
We also define the pgf of the class-2 arrivals in a slot with i (i or more) class-1

arrivals as Ai(z) (A∗
i (z)), yielding

Ai(z) = E[za2,k1a1,k=i] ,

A∗
i (z) =

∞∑

l=i

Al(z) .
(4)

Note that the indicator function 1x=i is 1 if x = i and equals 0 otherwise.
The aim is to express the system content and delay of both classes in terms of

the arrival process. The system content at the beginning of a slot is the number
of packets contained by the system, thus by the queue or by the server, before
packets arrive in the considered slot. The delay of a packet is the number of
slots between its arrival slot and the slot after its departure. The class-1 packet
loss ratio, this is the fraction of packets that arrive at the system but are not
accepted into the system because the class-1 queue is entirely filled, is to be
obtained as well.
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3 System Content

Let the class-i system content at the beginning of slot k be denoted by ui,k. The
corresponding joint pgf is referred to as

Uk(z1, z2) = E[zu1,k

1 z
u2,k

2 ] . (5)

The (partial) pgf of the class-2 system content in a slot with class-1 system
content equal to i is defined as

Ui,k(z) = E[zu2,k1u1,k=i] . (6)

Note that

Uk(z1, z2) =
N∑

i=0

Ui,k(z2)zi
1 . (7)

Relating the system contents at the beginning of slots k and k + 1 yields

u1,k+1 = (u1,k − 1)+ + ae
1,k,

u2,k+1 =

{
(u2,k − 1)+ + a2,k, if u1,k = 0,

u2,k + a2,k, if u1,k > 0,

(8)

where (x)+ denotes the maximum of x and 0. Due to the finite class-1 capacity,
we only take the effectively admitted class-1 arrivals into account. The number
of effective class-1 arrivals in slot k, denoted by ae

1,k, is clearly influenced by the
class-1 system content in slot k. This can be expressed as

ae
1,k = min(a1,k, N − (u1,k − 1)+) . (9)

Standard z-transform techniques enable the expression of (8) in terms of pgfs.
We establish the system of equations

Ui,k+1(z) =
1
z
U0,k(z)Ai(z) +

z − 1
z

U0,k(0)Ai(z)

+
(i+1∑

j=1

Uj,k(z)Ai−j+1(z)
)

, i = 0 . . .N − 1 ,

UN,k+1(z) =
1
z
U0,k(z)A∗

N (z) +
z − 1

z
U0,k(0)A∗

N (z)

+
( N∑

j=1

Uj,k(z)A∗
N−j+1(z)

)
.

(10)

The impact of the finite class-1 queue capacity is apparent when the queue
is entirely filled due to i extra effective arrivals. These effective arrivals can
correspond with i arrivals, or with i+1 arrivals of which one is dropped because
the queue is full, or with i + 2 arrivals of which two are dropped, . . . This leads
to the appearance of the pgfs A∗

i (z) in the last equation of (10).
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Under the assumption that the system reaches steady state, on which we will
elaborate at the end of this section, let us define

Ui(z) = lim
k→∞

Ui,k(z) = lim
k→∞

Ui,k+1(z), i = 0 . . .N ,

U(z1, z2) = lim
k→∞

Uk(z1, z2) =
N∑

i=0

Ui(z2)zi
1 .

(11)

In steady-state the system of equations (10) becomes

Ui(z) =
1
z
U0(z)Ai(z) +

z − 1
z

U0(0)Ai(z)

+
(i+1∑

j=1

Uj(z)Ai−j+1(z)
)

, i = 0 . . . N − 1 ,

UN(z) =
1
z
U0(z)A∗

N (z) +
z − 1

z
U0(0)A∗

N (z)

+
( N∑

j=1

Uj(z)A∗
N−j+1(z)

)
.

(12)

We now define the (N + 1)× (N + 1) matrix

X(z) =

⎛

⎜⎜⎜⎜⎜⎜⎜⎝

A0(z) A1(z) A2(z) · · · AN−1(z) A∗
N (z)

A0(z)z A1(z)z A2(z)z · · · AN−1(z)z A∗
N (z)z

0 A0(z)z A1(z)z · · · AN−2(z)z A∗
N−1(z)z

0 0 A0(z)z · · · AN−3(z)z A∗
N−2(z)z

...
...

. . . · · · ...
...

0 · · · · · · · · · A0(z)z A∗
1(z)z

⎞

⎟⎟⎟⎟⎟⎟⎟⎠

, (13)

and the row vectors of N + 1 elements

Y(z) =

⎛

⎜⎜⎜⎜⎜⎝

A0(z)
A1(z)

...
AN−1(z)
A∗

N (z)

⎞

⎟⎟⎟⎟⎟⎠

T

, U(z) =

⎛

⎜⎜⎜⎜⎜⎝

U0(z)
U1(z)

...
UN−1(z)
UN(z)

⎞

⎟⎟⎟⎟⎟⎠

T

. (14)

In view of these definitions, the system of equations (12) is equivalent with

U(z)
(

zIN+1 −X(z)
)

= (z − 1)U0(0)Y(z) . (15)

Here In denotes the n× n identity matrix. We have expressed U(z) in terms of
known quantities and the unknown constant U0(0). For z = 1 this yields

U(1)
(
IN+1 −X(1)

)
=

(
0 0 · · · 0 0

)
. (16)
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As X(1) is a right stochastic matrix we find

Rank
(
IN+1 −X(1)

)
= N . (17)

We thus require an additional relation in order to determine the N +1 unknowns
in the vector U(1). From (6) it is clear that Ui(1) = Prob[u1 = i]. As the class-1
system content is normalised over the N + 1 possible states we establish

N∑

i=0

Ui(1) = 1 . (18)

By replacing a relation in equation (16) by the normalisation condition we obtain
the pmf of the class-1 system content as

U(1) =
(
0 0 · · · 0 1

)([
IN+1 −X(1)

∣∣1N+1

])−1

. (19)

Note that 1N+1 is the column vector consisting of N + 1 ones and that [A|B]
equals the matrix A with the last column replaced by B.

We now determine the unknown constant U0(0), the probability that the
system is empty. In steady state, the average number of packets accepted by
a system equals the average number of packets leaving that system. Class-1
traffic is not affected by class-2 traffic and consequently class-1 can be seen as
an independent system. The mean number of class-1 packets accepted by the
system during a slot is denoted by λe

1. A class-1 packet leaves the system when
the class-1 system content is larger than 0. This leads to λe

1 = 1 − U0(1). The
same reasoning for the system containing both queues yields λe

1 +λ2 = 1−U0(0).
Bringing these two equations together provides

U0(0) = U0(1)− λ2 . (20)

The pgf of the class-2 system content can now be found from (15). The moment-
generating property of pgfs enables determination of the moments of the system
content. Application of matrix properties significantly expedites the computation
of these moments by expressing them in terms of the derivates of the pgfs of the
arrival process.

From the class-1 system content we easily obtain the class-1 packet loss ratio
plr1. This is the fraction of class-1 packets that arrive at the system but are
dropped. We have

plr1 =
λ1 − λe

1

λ1
= 1− 1− U0(1)

λ1
. (21)

As the class-1 queue has finite capacity and excess packets are thus dropped the
class-1 system is always stable. For the entire system to reach steady state it is
imperative that the average number of class-2 packets that is served exceeds the
average number of class-2 arrivals, or that λ2 < 1 − λe

1. Notice that requiring
that U0(0) > 0 is an equivalent stability constraint.
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4 Packet Delay

We tag an arbitrary class-i packet. Let the delay of the packet be denoted by di.
The arrival slot of the packet is assumed to be slot k. As stated earlier, the class-
1 packets are not affected by class-2 traffic. Consequently, the delay of a class-1
packet can easily be obtained from the system content using the distributional
form of Little’s Theorem [8]. For the pmf of the class-1 delay this leads to

d1(n) =
Un(1)

1− U0(1)
, n = 1 . . .N . (22)

For a class-2 packet the analysis is more elaborate. Some preliminary work is
performed before we tackle the delay. We first determine the (remaining) class-1
busy period. Next, the extended service completion time of a class-2 packet is
defined. We finally establish the number of class-i packets in the system at the
end of slot k to be served before the tagged class-2 packet.

The remaining class-1 busy period in slot k, r1,k, corresponds with the number
of slots until the next slot with class-1 system content equal to 0. Recall that
class-1 traffic is unaffected by class-2 traffic. Relating r1,k and r1,k+1 and letting
k go to infinity results in a system of equations for R1,n(z), the conditional pgf
of the remaining class-1 busy period in steady state, at the beginning of a slot
during a busy period, if the class-1 system content at the beginning of that slot
equals n. We obtain

R1,n(z) =z
N−n∑

m=0

R1,n−1+m(z)Am(1)

+ zR1,N(z)A∗
N−n+1(1), n = 1 . . .N .

(23)

Note that R1,0(z) = 1 as the class-1 busy period ends when the class-1 queue is
empty. Again the pgfs A∗

i (z) appear when the class-1 queue is completely filled.
Let us define the N ×N matrix

M =

⎛

⎜⎜⎜⎜⎜⎜⎜⎝

A1(1) A0(1) 0 0 · · · 0
A2(1) A1(1) A0(1) 0 · · · 0
A3(1) A2(1) A1(1) A0(1) · · · 0

...
...

...
...

. . .
...

AN−1(1) AN−2(1) AN−3(1) AN−4(1) · · · A0(1)
A∗

N (1) A∗
N−1(1) A∗

N−2(1) A∗
N−3(1) · · · A∗

1(1)

⎞

⎟⎟⎟⎟⎟⎟⎟⎠

, (24)

and the row vectors of N elements

L =

⎛

⎜⎜⎜⎝

A0(1)
0
...
0

⎞

⎟⎟⎟⎠

T

, R̂(z) =

⎛

⎜⎜⎜⎝

R1,1(z)
R1,2(z)

...
R1,N (z)

⎞

⎟⎟⎟⎠

T

. (25)
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In matrix notation the system of equations (23) leads to

R̂(z) = zL
(
IN − zM

)−1

. (26)

Note that the relation between R1,0(z) and R1,1(z) is expressed in L. We have
determined R̂(z) and we now extend this vector with R1,0(z) = 1 resulting in
the row vector of N + 1 elements

R(z) =

⎛

⎜⎜⎜⎝

R1,0(z)
R1,1(z)

...
R1,N (z)

⎞

⎟⎟⎟⎠

T

=
(

1
R̂(z)

)T

. (27)

Notice that a class-1 busy period is simply the remaining class-1 busy period in
a random slot preceded by a slot with an empty class-1 system content at the
beginning of the slot and a number of arrivals larger than 0. Thus we obtain the
pgf of the steady-state class-1 busy period as

B1(z) =
∑N−1

m=1 R1,m(z)Am(1) + R1,N (z)A∗
N (1)

1−A0(1)
. (28)

The extended service completion time of a class-2 packet, denoted by t2, starts
at the slot where the packet starts service and lasts until the next slot wherein a
class-2 packet can be serviced [10]. If no class-1 packets arrive during the service-
slot of the packet, the server can handle another class-2 packet in the next slot.
If there are class-1 arrivals, we have to wait for a class-1 busy period after the
service-slot until the service of another class-2 packet can start. We can thus
express the pgf of the extended service completion time in steady state as

T2(z) = A0(1)z +
(
1−A0(1)

)
B1(z)z . (29)

The number of class-i packets in the system at the end of slot k that have to be
served before the tagged class-2 packet is denoted by vi,k. Let u∗

i,k denote the
number of class-i packets that remain in the system during slot k. This equals
the class-i system content at the beginning of slot k diminished by 1 if a class-i
packet is in service during slot k. As all class-1 packets that arrive during slot
k are to be served before the tagged packet it is clear that v1,k = u∗

1,k + ae
1,k.

The class-2 packets that arrive during slot k but after the tagged packet are not
to be served before it. Consequently v2,k = u∗

2,k + â2,k where â2,k denotes the
number of class-2 arrivals during slot k to be served before the tagged packet.
We will now determine some corresponding pgfs.

Foremost we define the steady-state pgfs

U∗
i (z) = lim

k→∞
E[zu∗

2,k1u∗
1,k=i], i = 0 . . .N − 1 . (30)
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Standard z-transform techniques lead to

U∗
0 (z) =U0(0)

z − 1
z

+
U0(z)

z
+ U1(z) ,

U∗
i (z) =Ui+1(z), i = 1 . . .N − 1 .

(31)

The corresponding column vector of N elements is denoted by

U∗(z) =

⎛

⎜⎜⎜⎝

U∗
0 (z)

U∗
1 (z)
...

U∗
N−1(z)

⎞

⎟⎟⎟⎠ . (32)

Determination of the number of class-2 arrivals before the tagged packet is a bit
more involved. If the arrivals of both classes are correlated it is clear that a1,k

and â2,k are correlated as well. We again define steady-state pgfs

Âi(z) = lim
k→∞

E[zâ2,k1a1,k=i] ,

Â∗
i (z) =

∞∑

l=i

Âl(z) .
(33)

Taking into account that the tagged class-2 packet is more likely to arrive in a
slot with more arrivals [11] the pmf of the number of class-1 and class-2 arrivals
in the arrival slot of a tagged class-2 packet is given by

ã(m, n) =
na(m, n)

λ2
. (34)

The pmf of the number of class-2 arrivals before the tagged packet in a slot with
m class-1 arrivals is given by

â(m, n) =
∞∑

l=n+1

ã(m, l)
l

=
∞∑

l=n+1

a(m, l)
λ2

. (35)

Now it is straightforward that

Âi(z) =
∞∑

n=0

â(m, n)zn =
Ai(z)−Ai(1)

λ2(z − 1)
. (36)

Analogously we find that

Â∗
i (z) =

A∗
i (z)−A∗

i (1)
λ2(z − 1)

. (37)
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Let us then define the (N + 1)×N matrix

Â(z) =

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

Â0(z) 0 0 · · · 0 0
Â1(z) Â0(z) 0 · · · 0 0
Â2(z) Â1(z) Â0(z) · · · 0 0

...
...

...
. . .

...
...

ÂN−2(z) ÂN−3(z) ÂN−4(z) · · · Â0(z) 0
ÂN−1(z) ÂN−2(z) ÂN−3(z) · · · Â1(z) Â0(z)
Â∗

N (z) Â∗
N−1(z) Â∗

N−2(z) · · · Â∗
2(z) Â∗

1(z)

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

. (38)

We can now finally describe the class-2 delay. The number of slots a class-2
packet spends in the system equals

d2 = r1,k+1 +
v2,k∑

i=1

t2 + 1 . (39)

Keeping in mind that r1,k+1 is completely defined by v1,k and that the u∗
i,k are

independent of the ai,k we find that

D2(z) =E[zd2] =
N∑

i=0

E[zd21v1,k=i]

=
N−1∑

i=0

zR1,i(z)
i∑

j=0

Âi−j(T2(z))U∗
j (T2(z))

+ zR1,N(z)
N−1∑

j=0

Â∗
N−j(T2(z))U∗

j (T2(z)) .

(40)

This can be equivalently expressed as

D2(z) = zR(z)Â(T (z))U∗(T (z)) . (41)

By taking proper derivatives, moments of the class-2 delay can be calculated.

5 Applications

With the formulas at hand we study an output-queueing switch with S inlets
and S outlets and two types of traffic as in [2]. On each inlet a batch arrives
according to a Bernouilli process with parameter μT . A batch contains b (fixed)
packets of class 1 with probability μ1/μT or b packets of class 2 with probability
μ2/μT (with μ1 + μ2 = μT ). The incoming packets are then routed uniformely
to the outlets where they arrive at a queueing system as described in this paper.
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Therefore all the outlets can be considered identical and analysis of one of them
is sufficient. The arrival process at the queueing system can consequently be
described by the pmf

a(bn, bm) =
S!

(
μ1
S

)n(
μ2
S

)m(
1− μT

S

)S−n−m

n!m!(S − n−m)!
, n + m ≤ S , (42)

and by a(p, q) = 0, for other values of p and q. Obviously the number of arrivals
of class-1 and class-2 are negatively correlated. For instance in a slot with x
class-1 arrivals there can be no more than Sb− x class-2 arrivals. For increasing
values of S the correlation increases and for S going to infinity the numbers of
arrivals of both types become uncorrelated.

We now study an 8×8 output-queueing switch. Assume b = 4 and μ1 = μ2 =
0.1 yielding λ1 = λ2 = 0.4. On average the system thus receives the same amount
of packets of both classes. In Fig. 1 the mean and the standard deviation (jitter)
of the delay of both classes are plotted versus the class-1 queue capacity N .
We clearly see the effect of the priority scheduling. The low mean and standard
deviation for the class-1 delay give us the performance required for real-time
traffic at the cost of the class-2 performance measures. The values increase for
increasing N , as the number of dropped class-1 packets decreases. For larger N
the values clearly converge to the values corresponding with the infinite system
[2], represented by the dashed lines. However, the convergence is rather slow,
especially for the class-2 delay.
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Fig. 1. Delays versus class-1 queue capacity
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Fig. 2. Mean delays versus batch size

Now assume N = 15 and λ1 = λ2 = 0.4. We increase the batch size b while
adjusting the μi accordingly in order to keep the λi constant. For increasing b the
system thus receives the same amount of packets but the variance of the number
of arrivals increases. In Fig. 2, we depict the mean delay of both classes versus the
batch size b (as well as the mean delays of the infinite system). We clearly see that
the delay increases and that the infinite system leads to inaccurate results when
the variance in the arrival process increases. Since in practice arrival processes
with high variance are very common, this proves that the infinite model can be
imprecise. The decrease of the mean delays for b > 15 can be attributed to a
high loss rate since for b > 15 the batch size exceeds the class-1 queue capacity.

In the S × S output-queueing switch only a moderate amount of (negative)
correlation is present. In order to study the correlation between both classes pro-
foundly, we end this section with the results for a very simple arrival process. A
batch of class i arrives according to a Bernoulli distribution with parameter μi. A
batch contains b (fixed) packets and thus λi = bμi. The joint pmf is given by

a(0, 0) =1− μ1 − μ2 + c,

a(b, 0) =μ1 − c,

a(0, b) =μ2 − c,

a(b, b) =c.

(43)

Notice that this arrival process allows the arrival of a batch of each class in a slot.
The concurrence of the arrivals of both classes is controlled by the parameter c.
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Fig. 3. Mean class-2 delay versus total load for various values of ρa1a2

The correlation factor is given by

ρa1a2 =
c− μ1μ2√

μ1μ2(1− μ1)(1 − μ2)
. (44)

By varying the value of c, while keeping the μi constant, we can alter the cor-
relation between both classes. For c = 0 there are no slots in which a batch of
each class arrives and thus the correlation is minimal (ρa1a2 < 0). For c = μ1μ2

there is no correlation (ρa1a2 = 0), while for c = min(μ1, μ2) a batch of the class
with the lowest arrival rate always arrives in a slot wherein a batch of the other
class arrives, yielding (maximum) positive correlation (ρa1a2 > 0).

In Fig. 3 we depict the mean class-2 delay versus the total arrival load (λT ) for
the three values for c mentioned above. Assume N = 15, b = 8 and λ1 = λ2. The
increase in mean delay between the uncorrelated case and the positively correlated
case is remarkable, especially for higher values ofλT . This follows from the fact that
positive correlation between the arrivals of both classes increases the probability
that a class-2 packet arrives in the same slot as a class-1 batch, its delay then more
frequently includes service of an entire class-1 batch. For negative correlation the
inverse effect is established but its influence is less noticeable in this example.

6 Conclusion

We have determined the probability mass functions of the high-priority (class-
1) system content and delay and the probability generating functions of the



74 T. Demoor et al.

low-priority (class-2) system content and delay in a two-class priority queue
with finite capacity for the high-priority packets. The class-1 packet loss ratio
was also obtained. From these formulas it was shown that the infinite class-
1 queue capacity approximation, that is frequently used, can yield inaccurate
results. The presented model takes the exact class-1 queue capacity into account
allowing the determination of precise values for the performance measures even
when the class-1 queue capacity is small. In practice one needs to compromise
between delay and allowed packet loss in order to determine a suitable class-1
queue capacity N . Once N is chosen the performance measures of both classes
can be obtained as in this paper. It is also apparent that correlation between
the arrivals of the different classes can have a huge impact on the performance
measures and thus should not be considered negligible.

Acknowledgement. The second and third authors are Postdoctoral Fellows
with the Fund for Scientific Research, Flanders (F.W.O.-Vlaanderen), Belgium.

References

1. Carpenter, B.E., Nichols, K.: Differentiated services in the Internet. Proceedings
of the IEEE 90(9), 1479–1494 (2002)

2. Walraevens, J., Steyaert, B., Bruneel, H.: Performance analysis of a single-server
ATM queue with a priority scheduling. Computers & Operations Research 30(12),
1807–1829 (2003)

3. Takine, T., Sengupta, B., Hasegawa, T.: An analysis of a discrete-time queue for
broadband ISDN with priorities among traffic classes. IEEE Transactions on Com-
munications 42(2-4), 1837–1845 (1994)

4. Takine, T.: A nonpreemptive priority MAP/G/1 queue with two classes of cus-
tomers. Journal of Operations Research Japan 39(2), 266–290 (1996)

5. Van Velthoven, J., Van Houdt, B., Blondia, C.: The impact of buffer finiteness on
the loss rate in a priority queueing system. In: Horváth, A., Telek, M. (eds.) EPEW
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Abstract. Supporting different services with different Quality of Ser-
vice (QoS) requirements is not an easy task in modern telecommunica-
tion networks. An efficient priority scheduling discipline is thus of great
importance. The static, Head-Of-Line (HOL) discipline achieves differ-
entiation between different types of traffic, but may have a too severe
impact on the performance of low-priority traffic. In this paper, we pro-
pose a priority discipline with priority jumps: packets of the low-priority
level can jump to the high-priority level in the course of time. We use
probability generating functions to study the system analytically. Some
interesting mathematical challenges thereby arise. The impact of prior-
ity jumps on the performance of a telecommunication system is finally
evaluated by some numerical examples.

1 Introduction

Modern integrated telecommunication systems are designed to offer a wide va-
riety of services, such as telephony, data transfer, and (interactive) voice and
video. Different services however have extremely diverse Quality-of-Service
(QoS) requirements. Real-time services, like video conferencing or internet tele-
phony, do not tolerate delay but can sustain some loss, while non-real-time
services, like sending data files, allow for some delay, but are quite vulnerable to
loss. In this paper, we focus on delay as QoS measure. Regarding their different
delay requirements, we then categorize real-time traffic as delay-sensitive, and
non-real-time traffic as delay-tolerant.

To support different types of traffic in modern telecommunication systems,
many scheduling disciplines have been proposed over the years. Most of them
are based on priority queueing: different priority levels for different types of traf-
fic. In the static, Head-Of-Line (HOL) priority discipline, delay-sensitive traffic
is always given the high-priority level, and packets of the low-priority level are
only transmitted when there are no high-priority packets in the system. The
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c© Springer-Verlag Berlin Heidelberg 2008
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static priority discipline provides low delays for the delay-sensitive traffic, but
when the network is highly loaded and a large portion of the traffic consists of
delay-sensitive traffic, it can cause excessive delays for the delay-tolerant traffic
(see e.g., [2,9]). Although this type of traffic tolerates a certain amount of delay,
extreme values have to be avoided as much as possible. The Transmission Con-
trol Protocol (TCP) e.g., could consider a delay-tolerant packet with a too big
delay as lost, and would consequently decrease its transmission rate. This would
decrease the throughput – which is particularly detrimental to data services –
but is unnecessary since the packet is not lost. The delay differentation between
both types of traffic may thus be too drastic in some cases.

Dynamic priority disciplines aim for a more gradual delay differentiation. Both
types of traffic can for example be transmitted in a weighted order (see e.g.,
[5, 8]). In this case, the priority levels do not change, but low-priority pack-
ets are with a certain regularity scheduled for transmission before high-priority
packets. Another way to reduce performance degradation for the delay-tolerant
traffic, is to dynamically vary the priority levels with time (see e.g., [3, 4]). For
instance, the priority levels of the packets can change according to the system
content. A third class of dynamic priority disciplines are discplines with priority
jumps (see e.g., [6,7]): packets of the low-priority level may in the course of time
jump to the high-priority level.

In this paper, we evaluate the performance of a queueing system that adopts
a priority discipline with priority jumps. We opt for a straightforward model, so
that we can analytically study the effect of priority jumps, and the influence of
the system parameters on the performance of the system. The introduction of a
jumping parameter β makes the model also very efficient. Indeed, the value of β
can be chosen in such a way that the delay-tolerant traffic stays within its delay
requirements: e.g., the more stringent the delay requirement, the larger the value
of β. The delay differentiation between the different types of traffic can thus be
efficiently controlled by the parameter β.

The outline of the paper is as follows. In Section 2, we describe the mathe-
matical model. In Sections 3 and 4, we derive the steady-state system content
and study the delays of both types of packets, respectively. Numerical examples
are presented in Section 5. Finally, we formulate some conclusions in Section 6.

2 Mathematical Model

We consider a discrete-time (i.e., time is slotted) queueing system with two
queues of infinite capacity and one transmission channel. Two types of packets
arrive at the system: type-1 packets, representing delay-sensitive traffic, and
type-2 packets, which are delay-tolerant. The numbers of arrivals of both types
of packets during slot k are denoted by a1,k and a2,k respectively. We assume
that the a1,ks and a2,ks are independent and identically distributed (i. i. d.) from
slot-to-slot. Within one slot however, a1,k and a2,k can be correlated. Their joint
distribution is given by the pgf A(z1, z2) � E

[
z

a1,k

1 z
a2,k

2

]
. The marginal pgfs

of the numbers of type-1 and type-2 arrivals per slot are then determined by
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A1(z) � A(z, 1) and A2(z) � A(1, z) respectively. We denote the total number
of arrivals during slot k by aT,k � a1,k + a2,k. Its pgf is given by AT (z) �
A(z, z). The corresponding arrival rates, i.e., the mean number of arrivals per
slot, are indicated by λj � A′

j(1) (j = 1, 2) and λT � A′
T (1) = λ1 + λ2.

Following their delay requirements, arriving type-1 packets enter the high-
priority queue, while type-2 packets are originally stored in the low-priority
queue. Within both queues, packets are stored according to a First-In-First-Out
(FIFO) order. Packets of the low-priority queue can in the course of time jump to
the high-priority queue. The packets of the two queues are transmitted according
to a priority rule: when there are packets present in the high-priority queue at the
beginning of a slot, they have transmission priority. Only when the high-priority
queue is empty at the beginning of a slot, a packet of the low-priority queue can
be transmitted. The transmission times of all the packets are deterministically
equal to one slot.

Finally, we introduce the following jumping mechanism: at the end of each slot
in which a packet of the high-priority queue is transmitted, the whole content
of the low-priority queue jumps (or, is swapped) to the high-priority queue with
probability β. So, if the high-priority queue is empty at the beginning of a slot,
no jump occurs at the end of the slot. Since a possible jump occurs at the end
of a slot, type-2 packets that jump in a slot are queued after type-1 packets that
arrive during the same slot.

3 System Content

The system content is defined as the number of packets present in the system,
spread over the two queues. In the assumption that the packet in transmission
(if one) is part of the queue that is “served” in that slot, we denote the contents
of the high- and low-priority queue at the beginning of slot k as uH,k and uL,k

respectively. The system content at the beginning of slot k can then be described
by the pair (uH,k, uL,k). The total system content, i.e., the total number of
packets in the system, is given by uT,k � uH,k + uL,k. In this section, we derive
an expression for the joint pgf of the contents of both queues at the beginning
of a random slot in the steady state. Following system equations are established:

– if uH,k = 0:

uH,k+1 = a1,k, (1)

uL,k+1 = [uL,k − 1]+ + a2,k, (2)

– if uH,k > 0:
• with probability β:

uH,k+1 = uH,k − 1 + a1,k + uL,k + a2,k, (3)
uL,k+1 = 0, (4)
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• with probability 1− β:

uH,k+1 = uH,k − 1 + a1,k, (5)
uL,k+1 = uL,k + a2,k, (6)

where [· · · ]+ denotes the maximum of the argument and zero. When the high-
priority queue is empty at the beginning of slot k, a packet of the low-priority
queue (if any) is transmitted during slot k. The arriving packets are queued
according to their priority level and no packets jump from the low-priority queue
to the high-priority queue (see Eqs. (1) and (2)). When the high-priority queue
is non-empty at the beginning of slot k, a packet of the high-priority queue is
transmitted during slot k. In this case, the packets of the low-priority queue plus
the arriving packets of type 2 jump at the end of slot k with a probability β to
the high-priority queue where they are queued behind the packets of type-1 that
arrive during slot k (see Eqs. (3) and (4)). Note that when β = 0, we get the
static priority discipline, which has been fully analysed in [9]. The introduction
of pgfs in the system equations further yields the following relationship between
Uk+1(z1, z2) and Uk(z1, z2):

Uk+1(z1, z2) �E
[
z

uH,k+1
1 z

uL,k+1
2

]

=A(z1, z2)
(z2 − 1)Uk(0, 0) + Uk(0, z2)

z2

+ βAT (z1)
Uk(z1, z1)− Uk(0, z1)

z1

+ (1− β)A(z1, z2)
Uk(z1, z2)− Uk(0, z2)

z1
. (7)

This can be arranged as

Uk+1(z1, z2) =A(z1, z2)

{
z1(z2 − 1)Uk(0, 0) + (1 − β)z2Uk(z1, z2)
+(z1 − (1− β)z2)Uk(0, z2)

}

z1z2

+ βAT (z1)
Uk(z1, z1)− Uk(0, z1)

z1
. (8)

When we let k →∞ to reach the steady state and isolate U(z1, z2), we find

U(z1, z2) =

{
z1(z2 − 1)A(z1, z2)U(0, 0) + (z1 − (1− β)z2)A(z1, z2)U(0, z2)
+βz2AT (z1)[U(z1, z1)− U(0, z1)]

}

z2(z1 − (1− β)A(z1, z2))
.

(9)

Three quantities are needed to further determine U(z1, z2): the constant U(0, 0)
and the functions U(0, z) and U(z, z). First, we compute U(z, z). This is the pgf
of the total system content. By substituting z1 and z2 by z in (9), we find

U(z, z) = U(0, 0)
AT (z)(z − 1)
z −AT (z)

. (10)
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This expression is identical to the pgf of the system content of a queue with
a FIFO scheduling discipline and with one type of arrivals (determined by
AT (z)). This is expected, because for the total system content, it does not mat-
ter in which order the packets are being served. Secondly, the constant U(0, 0)
can be derived by applying the normalization condition U(1, 1) = 1. We obtain
the probability of having an empty system: U(0, 0) = 1− λT .

Thirdly, we determine the boundary function U(0, z), which is always the
hardest task in this type of two-dimensional queueing systems. By applying
Rouché’s theorem, it can be shown that for a given value of z2 in the unit circle
(|z2| < 1), the equation z1 − (1 − β)A(z1, z2) = 0 has one solution in the unit
circle for z1 (|z1| < 1). This solution is denoted by Y (z2), and is implicitly
defined by (1− β)A(Y (z2), z2). Since z1 = Y (z2) is a zero of the denominator of
the right-hand side of (9), and since U(z1, z2) is a pgf and thus remains finite in
the unit circle, Y (z2) must also be a zero of its numerator. Substituting z1 by
Y (z2) and z2 by z in the numerator of the right-hand side of (9) yields

U(0, z) =

{
(1− λT )Y (z)A(Y (z), z)(z − 1)
+βzAT (Y (z))[U(Y (z), Y (z))− U(0, Y (z))]

}

Y (z)(z −A(Y (z), z))
, (11)

where we have used the definition of Y (z). By using expression (10) to calculate
U(Y (z), Y (z)), we can arrange this as

U(0, z) = a(z) + b(z)U(0, Y (z)) (12)

with

a(z) =β(1 − λT )
zAT (Y (z))2(Y (z)− 1)

Y (z)(Y (z)−AT (Y (z)))(z −A(Y (z), z))

+ (1− λT )
(z − 1)A(Y (z), z)
z −A(Y (z), z)

,

b(z) =β
zAT (Y (z))

Y (z)(A(Y (z), z)− z)
. (13)

Expression (12) thus yields a relation between U(0, z) and U(0, Y (z)). We will
show how this relation can be used for an iterative procedure to calculate U(0, z),
for all z (|z| < 1). We therefore recursively define Yi(z) as Y (Yi−1(z)) (i ≥ 1),
with Y0(z) = z. Based on [1], it can be shown that Yi(z) → C, for i → ∞ and
z any complex number inside the unit disk, and where C � (1 − β)AT (C). By
successively applying Eq. (12), using the definition of Yi(z) and the fact that
lim

i→∞
Yi(z) = C, we obtain

U(0, z) = a(z) + b(z)U(0, Y1(z))
=a(z) + b(z)a(Y1(z)) + b(z)b(Y1(z))U(0, Y2(z))
= · · ·

=
∞∑

k=0

a(Yk(z))
k−1∏

l=0

b(Yl(z)) + U(0, C)
∞∏

l=0

b(Yl(z)) (14)
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To calculate the constant U(0, C), we use Rouché’s theorem on Eq. (11). In
particular, we can prove that the equation z − A(Y (z), z) = 0 has one solution
in the unit circle (|z| < 1). This solution, denoted by F � A(Y (F ), F ), is thus
a zero of the denominator. However, since U(0, z) is analytic for |z| < 1, the
numerator of (11) must also vanish for z = F . This yields

U(0, Y (F )) =(1− λT )
{

Y (F )A(Y (F ), F )(F − 1)
βFAT (Y (F ))

+
AT (Y (F ))(Y (F )− 1)
Y (F )−AT (Y (F ))

}
,

(15)

where we have used expression (10). Substitution of z by Y (F ) in (14) further
gives us a second expression for U(0, Y (F )). By then combining both expressions,
we can finally determine U(0, C).

All unknown quantities in (9) are now calculated, and we can thus derive
a semi-analytic expression for the joint pgf U(z1, z2). If we then substitute
z1 and z2 by the appropriate values, we can also obtain the marginal pgfs
UH(z) � U(z, 1) and UL(z) = U(1, z) of the contents of the high- and low-
priority queue respectively. From these marginal pgfs, expressions for the mo-
ments can be derived by invoking the moment generating property of pgfs. They
are however omitted because of their size.

4 Packet Delay

The packet delay is defined as the total amount of time that a packet spends
in the system, i.e., the number of slots between the end of the packet’s arrival
slot and the end of its departure slot. Assuming that the system is in the steady
state, we denote the delay of a type-j packet as dj . In this section, we derive the
pgfs of d1 and d2.

4.1 Type-1 Packet Delay

Let us first consider a random but “tagged” type-1 packet that arrives at the
system. We mark the arrival slot of the packet as slot I. Since a possible jump
of the content of the low-priority queue to the high-priority queue takes place at
the end of a slot, the type-1 packets that arrive during slot I are stored in front
of the type-2 packets that possibly jump in slot I. As a consequence, the delay
of the tagged type-1 packet only depends on the content of the high-priority
queue at the beginning of slot I (uH,I). If f1,I represents the number of type-1
packets that arrive during slot I, but that have to be transmitted before the
tagged packet, we can write

d1 = [uH,I − 1]+ + f1,I + 1. (16)

Due to the i.i.d. arrivals from slot-to-slot, uH,I and the content of the high-
priority queue at the beginning of an arbitrary slot have the same distribu-
tion. For the same reason, uH,I and f1,I are mutually independent. The pgf
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D1(z) of the delay of a random type-1 packet can thus easily be expressed in
terms of UH(z), which can be obtained from U(z1, z2), and A1(z) (see e.g., [9]
for a similar procedure):

D1(z) =
A1(z)− 1
λ1(z − 1)

{UH(z) + (z − 1)UH(0)} . (17)

4.2 Type-2 Packet Delay

Secondly, because of the priority scheduling, it is not straightforward to deter-
mine an expression for the pgf D2(z) of the delay of a random type-2 packet (see
also e.g., [9]). Moreover, we have to take into account the possibility that type-2
packets jump to the high-priority queue during their waiting time. Let us tag an
arbitrary type-2 packet that enters the system, and again denote its arrival slot
by slot I.

The packets that are in the system at the end of slot I and that have to be
transmitted before the tagged packet, are referred to as the primary packets. The
tagged type-2 packet can only be transmitted when all primary packets and all
type-1 packets that arrive while the tagged packet is waiting in the low-priority
queue, are transmitted. Indeed, new type-1 packets can arrive while a primary
packet is transmitted. When the tagged packet is still in the low-priority queue
then, these type-1 packets get priority and are scheduled for transmission before
the tagged packet. We say that the primary packet adds a so-called sub-busy
period to the delay of the tagged packet. A sub-busy period initiated by a packet
starts at the beginning of the slot in which the packet is transmitted, and ends
at the beginning of the slot where – for the first time – the number of packets
that have to be transmitted before the tagged packet, is one less than at the
beginning of the sub-busy period.

When the tagged packet arrives, three possible situations may occur: no packet
is in transmission, a packet of the low-priority queue is in transmission, or a
packet of the high-priority queue is in transmission. Following equations for d2

can be derived for the three cases:

– no packet is in transmission during slot I
(uH,I = uL,I = 0)

d2 =
f1,I∑

m=1

vm +
f2,I∑

m=1

wm + 1, (18)

– a packet of the low-priority queue is in transmission during slot I (uH,I =
0, uL,I > 0)

d2 =
f1,I∑

m=1

vm +
uL,I−1+f2,I∑

m=1

wm + 1, (19)
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– a packet of the high-priority queue is in transmission during slot I (uH,I > 0)

d2 =
uH,I−1+f1,I∑

m=1

vm +
uL,I+f2,I∑

m=1

wm + 1., (20)

where uH,I and uL,I give the contents of the high- and low-priority queue at the
beginning of slot I, where f1,I and f2,I represent the type-1 and type-2 packets
that arrive during slot I and that have to be transmitted before the tagged
packet, and where vm and wm denote the lengths of the m-th sub-busy periods
initiated by a packet residing in the high- and low-priority queue in slot I, or by
a type-1 and a type-2 packet arriving during slot I. The introduction of pgfs in
these equations yields

D2(z) �E
[
zd2

]

=E
[
zd2{uH,I = uL,I = 0}]

+ E
[
zd2{uH,I = 0, uL,I > 0}]

+ E
[
zd2{uH,I > 0}]

=zE
[
z

∑f1,I
m=1 vm+

∑f2,I
m=1 wm{uH,I = uL,I = 0}

]

+ zE
[
z

∑ f1,I
m=1 vm+

∑ uL,I −1+f2,I
m=1 wm{uH,I = 0, uL,I > 0}

]

+ zE
[
z

∑ uH,I −1+f1,I
m=1 vm+

∑ uL,I+f2,I
m=1 wm{uH,I > 0}

]
, (21)

with E [X{Y }] � E [X |Y ] Prob [Y ]. By conditioning on if and when the content
of the low-priority queue jumps to the high-priority queue, we can furthermore
consider three cases for a sub-busy period: the tagged packet is still in the low-
priority queue at the beginning of the sub-busy period and no jump occurs during
the sub-busy period, the tagged packet is still in the low-priority queue at the
beginning of the sub-busy period and a jump occurs during the sub-busy period,
or there was already a jump before the sub-busy period and the tagged packet
is thus already in the high-priority queue. In the last case, new arriving type-1
packets are queued behind the tagged packet, and it takes one slot to decrease
the number of packets in front of it by one (vm = wm = 1). For the other cases,
we define the partial generating functions of vm as

V1(z) � E [zvm{tagged packet does not jump during vm}] ,
V2(z) � E [zvm{tagged packet jumps during vm}] ,

and of wm as

W1(z) � E [zwm{tagged packet does not jump during wm}] ,
W2(z) � E [zwm{tagged packet jumps during wm}] .
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We now express the terms in (21) as a function of these partial pgfs. The third
term for instance can be written as

Prob [uH,I > 0] z×
{
βE

[
zuH,I−1+f1,I+uL,I+f2,I

]

+(1 − β)V2(z)E

⎡

⎣

⎛

⎝
uH,I−1+f1,I∑

i=1

V1(z)i−1zuH,I−1+f1,I−i

⎞

⎠ zuL,I+f2,I

⎤

⎦

+(1 − β)W2(z)E

⎡

⎣V1(z)uH,I−1+f1,I

uL,I+f2,I∑

i=1

W1(z)i−1zuL,I+f2,I−i

⎤

⎦

+ (1− β)E
[
V1(z)uH,I−1+f1,I W1(z)uL,I+f2,I

]}
. (22)

This can be explained as follows. When there was a jump at the end of slot I
(with probability β), the tagged packet is thus already in the high-priority queue
at the beginning of its delay. It then has to wait there until all primary packets,
one per slot, are transmitted (first term). When there was no jump at the end of
slot I (with probability 1− β), three things can happen with the tagged packet
during its waiting time: it jumps during one of the sub-busy periods initiated by
the primary packets of the high-priority queue (second term), it jumps during
one of the sub-busy periods initiated by the primary packets of the low-priority
queue (third term), or it does not jump at all (fourth term). Using the definitions
of the partial pgfs leads to (22). Similar expressions can be found for the first
and the second term of (21).

Finally, we determine the partial generating functions of vm and wm. During
the first slot of all sub-busy periods, when the initiating packet is transmitted,
type-1 packets arrive at the system. These type-1 packets start sub-busy periods
of their own, and these new sub-busy periods are part of the initial sub-busy
period. The length of the initial sub-busy period thus equals one (the first slot)
plus the sum of the lengths of the sub-busy periods initiated by the type-1
packets that arrive during the first slot, and defined as v1

m,i. For a sub-busy
period initiated by a packet of the high-priority queue, this yields

vm = 1 +
a1∑

i=1

v1
m,i, (23)

with a1 the number of type-1 arrivals during the first slot of the sub-busy pe-
riod. For V1(z), we then obtain

V1(z) = (1− β)zA1(V1(z)). (24)

Indeed, in this case, there are no jumps during the complete vm. There is thus no
jump at the end of the first slot (with probability 1−β), and there are no jumps
during the various v1

m,is. Consequently, these v1
m,is are stochastically indistin-

guishable from vm, and they all have the same generating function V1(z). The
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v1
m,is are moreover mutually independent, since they depend on the number of

type-1 arrivals during different slots, and we thus find (24).
For the calculation of V2(z), we also start with Eq. (23), but we now consider

an occurrence of a jump during vm. By z-transforming Eq. (23), we get

V2(z) = (1− β)zV2(z)E

[
a1∑

i=1

V1(z)i−1za1−i

]
+ βzA1(z). (25)

Either there is no jump at the end of the first slot of vm (with probability 1−β)
and there thus occurs a jump during at least one of the v1

m,is, or there is a jump
at the end of the first slot of the sub-busy period (with probability β) and from
that moment on, the tagged packet is in the high-priority queue causing all v1

m,is
to be equal to one. Computing the sum in (25) further leads to

V2(z) = (1− β)zV2(z)
A1(z)−A1(V1(z))

z − V1(z)
+ βzA1(z). (26)

If we use expression (24) in (26) and isolate V2(z), we obtain

V2(z) = β
A1(z)(z − V1(z))
1− (1 − β)A1(z)

. (27)

When the high-priority queue is empty at the beginning of a slot, a packet of
the low-priority queue is transmitted in the slot. This type-2 packet also starts
a sub-busy period with new sub-busy periods, initiated by the type-1 packets
arriving during its first slot, being part of it. However, at the end of the first slot,
the content of the low-priority queue cannot jump to the high-priority queue,
because of the studied jumping policy (see Eqs. (1) and (2)). For W1(z), we thus
find

W1(z) = zA1(V1(z)). (28)

We follow a similar reasoning for W2(z). The high-priority queue is empty
at the beginning of the first slot of wm, and no jump occurs at the end of this
slot. There is thus an occurrence of a jump during one of the v1

m,is. We get

W2(z) = zV2(z)
A1(z)−A1(V1(z))

z − V1(z)
. (29)

Substituting (27) in Eq. (29), yields

W2(z) = β
zA1(z)(A1(z)−A1(V1(z)))

1− (1 − β)A1(z)
. (30)

Hence, V2(z), W1(z) and W2(z) can all be expressed as a function of V1(z),
which in turn is implicitly defined by (24). All functions needed to determine
D2(z) are then derived. Taking into account that uH,I and uL,I in slot I have
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the same distribution as uH and uL in an arbitrary slot, due to the uncorre-
lated nature of the arrival process from slot-to-slot, and using the expression
of U(z1, z2) = E [zuH

1 zuL
2 ], we can further compute (22) and (21). This finally

returns an expression for the pgf D2(z) of the delay of a random type-2 packet.
By taking the first derivatives of D1(z) and D2(z) for z = 1, we can get semi-

explicit expressions for the mean delays E [d1] and E [d2] of a random type-1
and a random type-2 packet respectively. By taking higher order derivatives for
z = 1, expressions for higher moments can also be obtained. The expressions for
the pgfs and the moments of the packet delays are omitted because they take up
too much space. The mean values are however illustrated in figures in the next
section.

5 Numerical Example

In the previous section, we have described the procedures to obtain expressions
for the mean packet delays of both types of traffic. In this section, we present
some numerical examples. Specifically, we illustrate the effect of priority jumps
on the mean packet delays, in comparison with the static, HOL priority discipline
and the FIFO discipline. We consider the following arrival process:

A(z1, z2) =
(

1− λ1

16
(1− z1)− λ2

16
(1− z2)

)16

, (31)

with λ1 and λ2 the arrival rates of type-1 (delay-sensitive) and type-2 (delay-
tolerant) traffic respectively. This is the arrival process to a queue in an 16x16
output-queueing switch with Bernoulli arrivals at its inlets, and with uniform
routing. We also define α as the fraction of delay-sensitive traffic in the overall
traffic mix (i.e., α = λ1/λT , with λT = λ1 + λ2).

Fig. 1 shows the mean packet delays for both types of traffic as functions of
α, when β = 0.1 and 0.4 respectively and when the total arrival rate λT equals
0.9. As one expects, the priority discipline with priority jumps has a lower E[d2]
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Fig. 1. Mean packet delays versus α when λT = 0.9
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Fig. 2. Mean packet delays versus β when α = 0.75 and λT = 0.9

and a higher E[d1] than the static HOL priority discipline (for 0 < α < 1). We
further see that when α increases, E[d1] and E[d2] increase. Indeed, more type-
1 packets enter the system when α increases, and more type-2 packets thus
suffer from larger delays. Increasing α also means that the probability of having
an empty high-priority queue decreases and that more occasions arise for the
content of the low-priority queue to jump. A higher increase of E[d1] and a
repressed increase of E[d2] compared to the static priority discipline is the logic
consequence.

When α is high, i.e., when a large portion of the traffic consists of delay-sensitive
traffic, this then results in the intended fact that excessive delays for the delay-
tolerant traffic can be avoided. E.g., when β = 0.1 and α = 0.9, E[d2] decreases
from about 25.2 for the static priority discipline to 10.1 for the priority discipline
with priority jumps. A higher value of β can further considerably decrease E[d2]
here (i.e., from 10.1 when β = 0.1 to 6.6 when β = 0.4), while the difference for
E[d1] is limited (i.e., 4.6 when β = 0.1 compared to 5.0 when β = 0.4).

In Fig. 2, we illustrate the mean packet delays for both types of traffic as
functions of β, when α = 0.75 and λT = 0.9. When β = 0, the analysed schedul-
ing discipline with priority jumps equals a static priority scheme, as already
mentioned in Section 3. The larger β, and thus the more jumps, the lower the
negative effect from the priority scheduling on E[d2]. The price to pay is a higher
E[d1]. The parameter β can be chosen according to the delay requirements of
both types of traffic. A low β e.g., will highly favour the delay-sensitive traf-
fic, while chosing β higher will achieve a limited delay differentiation between
both types of traffic. This is practible if there is little difference in their delay
requirements.

6 Conclusions

In this paper, we have evaluated the impact of priority jumps on the per-
formance of a two-class priority queueing system. We have used probability
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generating functions to analyse the system content and the packet delays. Some
mathematical challenges, like the determination of a boundary function and the
study of the low-priority packet delay, are thereby efficiently overcome. Probabil-
ity generating functions are furthermore useful for the calculation of important
performance measures, such as the mean values of the packet delays. The merit
of the paper also lies in the model that is analysed. Indeed, we have chosen a
straighforward and efficient model that perfectly meets the purpose of dynamic
priorities: a gradual delay differentiation between different types of traffic. The
impact of dynamic priorities on the system performance can be controlled by a
single parameter.
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Abstract. One of the most popular P2P application is file sharing. Its purpose
is to spread out different contents, ranging from multimedia to data and soft-
ware. In order to understand the dynamics of such application, it is important
to study the movement of shared resources across the network. We consider
a non-homogeneous distribution of the resources, by grouping peers into Au-
tonomous Systems. We propose a probabilistic model that takes into account the
peers behavior, and we exploit it to study the resource diffusion and the impact
of freeloaders.

1 Introduction

The data flow originated nowadays by peer-to-peer (P2P) applications characterizes
most of the Internet traffic[1]. P2P systems can be used in different contexts, such as file
sharing (Gnutella, KaZaa, eDonkey, BitTorrent to name a few), telephony applications
(Skype [2]), and content delivery infrastructures (see [5]). One of the most popular P2P
application is file sharing. The service provided by this application is to spread out
contents such as multimedia and software. The size of resources ranges from several
kilobytes up to some gigabytes. In order to understand the dynamics of such application,
it is interesting to study how shared resources move across the network.

In this paper we study the diffusion of a resource in a non-homogeneous environ-
ment. Peers are grouped into Autonomous Systems (AS), each one having its own
parameters in terms of resource availability and demand. We propose a probabilistic
model that describes the diffusion of a resource taking into account (non-homogenous)
resource popularity and peers behavior. This work is the first step towards a project that
aims at studying the impact of P2P file sharing applications on the overall network traf-
fic, by considering the geographic location of peers and the communication costs. The
main advantage of the proposed probabilistic model is that it exploits properties of the
z-transform to consider very large models with low computational cost.

The reminder of the paper is as follow. After a brief discussion on some related work
(Section 2), in Section 3 we present our probabilistic model, and in Section 4 we exploit
it to perform some study on the system.
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2 Related Works

There are several previous works that issues modeling P2P systems, and that are related
with our proposal. The work presented in [7] shows a fluid model for the BitTorrent
P2P application, and it is able to study steady-state performance measures, such as the
number of peers that have a resource and remains in the system to allow its diffusion.
Instead in our work we consider the transient behavior, by using an embedded process
where time is not considered explicitly.

The simulation techniques proposed in [8] investigate the diffusion of a file in a e-
Donkey system, as a function of several parameters such as sharing probability and
requests arrival rate. The analytical model developed in [9] is based on biological epi-
demics. In particular, it is used to predict the diffusion of single files in a P2P network,
whereas we focus on the diffusion of a single resource among different A.S.

The probabilistic model presented in [10] is inspired by the study of file swarming
in BitTorrent like systems. The measurement-based technique utilized in [11] provides
static, topological, and dynamic analysis of the P2P Gnutella environment. The dynamic
analysis allows to study the variations in terms of popularity of individual files, and in
terms of the number of available files at individual peers. We also compute the resource
diffusion, but we focus on the traffic among A.S.

One of the models studied in [6], considers how a document is spread to the request-
ing peers into a bit-torrent environment. The model proposed in [13] describes P2P
dynamics through a set of second order fluid equations, that allows to derive results re-
lated to the resource distribution among peers. The models developed in [3,4] are aimed
at studying the transfer time distribution of a resource: their goal is to characterize the
time required to diffuse a resource from a set of peers holding it. In this paper we do
not focus on the transfer time of a single resource, but we consider the whole traffic
produced by all the transfers.

3 P2P Resource Diffusion

In this section we describe the probabilistic model. We first define the peer-to-peer
scenario (Section 3.1), then we provide the analytical representation of peers (Section
3.2). In Section 3.3 we study the evolution of the system in order to characterize the
resource diffusion.

3.1 Network Scenario

We consider that peers are distributed across N different ASs. We assume that the to-
tal number of peers in the system is a discrete random variable that follows a given
probability distribution p(m). We express this distribution with its z-transform G(z):

G(z) =
∞∑

m=0

p(m)zm (1)

We only take into account peers that can participate in the diffusion, i.e., peers that either
hold or request the resource. We denote by si the probability that a peer is in the i-th AS.
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In each AS peers are divided into three different classes: a) peers holding the resource
and available for sharing it, b) peers requiring the resource, and c) peers holding the
resource, but not sharing it, i.e. freeloaders [12]. The class of each peer is determined
randomly, according to a given initial probability: αi for class a), βi for class b) and γi

for class c) (with αi+βi+γi = 1). Not that γi has no impact on the system behavior, but
it is of interest since it allows the investigation of the number of freeloaders. The number
of peers of the three classes are respectively denoted by ni, pi and qi. We denote by ξi the
probability that a peer that gets the resource decides to not share it. Peers requiring the
resource can either get it from peers lying in the the same AS or from peers belonging
to others ASs. All model notations are summarized in Table 1.

Table 1. Model Notations

3.2 The Model

We represent the P2P system by introducing the distribution of the number of peers and
its corresponding z-transform.

We call Π(n1...nN , p1...pN , q1...qN ) the joint distribution of the number of peers
in each class, for each of the N ASs. The z-transform g(·) of this distribution can be
computed from parameters G(z), si, αi, βi and γi as:

g(u1...uN , v1...vN , w1...wN ) = G
( N∑

i=1

si

[
αiui + βivi + γiwi

])
. (2)

An intuitive interpretation of Equation (2), is that each peer randomly chooses both
its AS and its class with probability siαi, siβi or siγi, which corresponds to z =
∑N

i=1 si

[
αiui + βivi + γiwi

]
.

The marginal distribution corresponding to the i-th AS is defined as:

Πi(ni, pi, qi) =
∑

n1...ni−1, ni+1...nN ,

p1...pi−1, pi+1...pN ,

q1...qi−1, qi+1...qN

Π(n1...nN , p1...pN , q1...qN ) (3)
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We call gi(ui, vi, wi) the z-transform of Πi(ni, pi, qi). Using the properties of the z-
transform and (2), we have that:

gi(ui, vi, wi) = g(1...1, ui, 1...1, 1...1, vi, 1...1, 1...1, wi, 1...1) =
= G

(
si

[
αiui + βivi + γiwi

]
+ 1 − si

) (4)

where we set to 1 all the transformed variables except the ones corresponding to the
i-th AS.

We can compute the probability that a peer in the i-th AS holds the resource, given
that the AS is not empty (by empty we mean that there are no peers that can participate
in the resource diffusion as mentioned in Section 3.1) as:

ᾱi =
∑

ni+pi+qi �=0

ni

ni + pi + qi
Πi(ni, pi, qi). (5)

It can be shown that ᾱi can be computed in the following way:

ᾱi =
∫ 1

0

[∂gi(ui, vi, wi)
∂ui

]

ui=y,vi=y,wi=y
dy. (6)

If we calculate (6) with the definition (4) we get:

ᾱi = αi(1 − gi(0, 0, 0)) (7)

Hence we can write:

αi =
ᾱi

(1 − gi(0, 0, 0))
=

ᾱi

(1 − G(1 − si))
(8)

The term 1−G(1−si) corresponds to the probability that the i-th AS is not empty. The
same computation can be made for β and γ:

βi =
β̄i

(1 − gi(0, 0, 0))
, β̄i=

∫ 1

0

[∂gi(ui, vi, wi)
∂vi

]
ui = y
vi = y
wi = y

dy (9)

γi =
γ̄i

(1 − gi(0, 0, 0))
, γ̄i=

∫ 1

0

[∂gi(ui, vi, wi)
∂wi

]
ui = y
vi = y
wi = y

dy (10)

3.3 System Dynamics

We now study the evolution of parameters αi, βi and γi, and show how they character-
ize the resource diffusion in the system. In particular, we model the resource diffusion
among the ASs with an embedded time process: time is not considered explicitly, in-
stead is modeled by a discrete variable m that increases of one unit whenever a resource
transfer is completed. With this assumption we compute αm

i , βm
i and γm

i , that corre-
spond to the values of parameters αi, βi and γi at time m.

Parameters α and β vary only due to a resource transfer. For sake of simplicity, in this
paper we neglect peers that give up requesting the resource and peers that quit sharing
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it. However these assumptions could be easily removed by adding new parameters and
difference equations on α and β. We expect that as time tends to the infinity, every
requests will be satisfied, that is (for any i-th AS):

lim
m→∞αm

i = α0
i + (1 − ξi)β0

i (11)

lim
m→∞βm

i = 0 (12)

lim
m→∞ γm

i = γ0
i + ξiβ

0
i (13)

where α0
i , β0

i and γ0
i represent the initial system parameters.We are interested in study-

ing the evolution of αm
i , βm

i and γm
i until all transfers are completed. Note that changes

in these parameters affect the joint distribution of the number of peers per class, i.e.
Πm(n1..nN , p1..pN , q1..qN ).

We can define ᾱm+1
i as function of the system parameters at time m:

ᾱm+1
i =

∑

(
∑

k pk = 0∨∑
k nk = 0)

ni + pi + qi �= 0

ni

ni + pi + qi
Πm(n1..nN , p1..pN , q1..qN ) +

+
∑

(
∑

k pk �= 0∧∑
k nk �= 0)

ni + pi + qi �= 0

[
ni + 1

ni + pi + qi

pi∑
k pk

(1 − ξi) +

+
ni

ni + pi + qi

(
1 − pi∑

k pk
(1 − ξi)

) ]
·

· Πm(n1..nN , p1..pN , q1..qN )

The first addendum on the r.h.s. accounts for the case in which no transfer occurs since
either all requests in the system have been satisfied and there are no more peers requir-
ing the resource (

∑
k pk = 0), or there are no resources in the system (

∑
k nk = 0).

The second addendum on the r.h.s. considers the case where a resource is actually trans-
ferred. If the destination of the transfer is the i-th AS and the considered peer is not a
freeloader (with probability pi∑

k pk
(1 − ξi)), ni is increased by one (first term in square

brackets), otherwise ni remains constant (second term in square brackets).
By developing (14) we obtain:

ᾱm+1
i =

∑

ni+pi+qi �=0

ni

ni + pi + qi
Πm(n1..nN , p1..pN , q1..qN ) +

+
∑

(
∑

k pk �= 0∧∑
k nk �= 0)

ni + pi + qi �= 0

1
ni + pi + qi

pi∑
k pk

.

. Πm(n1..nN , p1..pN , q1..qN )(1 − ξi) (14)

From (5) we can write:
ᾱm+1

i = ᾱm
i + Δm

i (1 − ξi) (15)
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where we define

Δm
i =

∑

(
∑

k pk �= 0∧∑
k nk �= 0)

ni + pi + qi �= 0

1
ni + pi + qi

pi∑
k pk

Πm(n1..nN , p1..pN , q1..qN )

=
∑

∑
k pk �= 0

ni + pi + qi �= 0

1
ni + pi + qi

pi∑
k pk

Πm(n1..nN , p1..pN , q1..qN )

−
∑

∑
k pk �= 0

ni + pi + qi �= 0

1
pi + qi

pi∑
k pk

Πm(0..0, p1..pN , q1..qN ). (16)

Δm
i (1 − ξi) represents the variation of ᾱi at time m. In the same way the evolution of

β̄i and γ̄i can be calculated as:

β̄m+1
i = β̄m

i − Δm
i (17)

γ̄m+1
i = γ̄m

i + Δm
i ξi (18)

Δm
i can be computed exploiting the z-transform representation of the number of peers

in the system. We define p̄i =
∑

k �=i

pk and we denote with v̄i its corresponding trans-

formed variable. It can be shown that:

Δm
i =

∫ 1

0

⎡

⎣
∫ 1

0

[
∂

∂vi
ĝi(ui, vi, wi, v̄i)

]

vi = xy
v̄i = x

dx

⎤

⎦
ui = y
wi = y

dy. (19)

where

ĝi(ui, vi, wi, v̄i) = g(1...1, ui, 1...1, v̄i...v̄i, vi, v̄i...v̄i, 1...1, wi, 1...1)−
g(0...0, v̄i...v̄i, vi, v̄i...v̄i, 1...1, wi, 1...1) =

= G
(
1 + si

[
αi(ui − 1) + βi(vi − v̄i) + γi(wi − 1)

]
+ B(v̄i − 1)

)
−

G
(
1 − A + si

[
βi(vi − v̄i) + γi(wi − 1)

]
+ B(v̄i − 1)

)
(20)

and A =
∑

k skαk and B =
∑

k skβk.

By calculating (19) with (20) we obtain:

Δm
i =

∫ 1

0

siβi

siβi(y − 1) + B

[
G (1 + si(y − 1)) −

G (1 − B + si(1 − βi)(y − 1)) −
G (1 − A + si(1 − αi)(y − 1)) +

G (1 − A − B + siγi(y − 1))

]
dy. (21)
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Finally, from (15), (17), (18) and (21) we are able to compute αm
i , βm

i , γm
i for any

step m and for each AS i. Given the initial parameters α0
i , β0

i and γ0
i we have, by

applying (8), (9) and (10), that:

αm
i =

ᾱm
i

(1 − G(1 − si))
(22)

βm
i =

β̄m
i

(1 − G(1 − si))
(23)

γm
i = 1 − (ᾱm

i + β̄m
i ) (24)

4 Experimental Results

In Section 4.1 we validate via simulation the probabilistic model described previously.
In Section 4.2 we point out the relevance of the probability distribution that describes
peers participating at the resource diffusion. Finally in Section 4.3 we exploit the model
to perform some study on the system.

4.1 Validation

We built a simulator that performs one step of the system evolution in order to vali-
date the computation of Δm

i . The simulator first creates an instance of a P2P system
conforming to the given parameters: it computes, for each AS i, the number of peers
having resource (ni), waiting for it (pi), and not willing to share it (qi). It then randomly
selects the AS that will receive the resource according to its number of pending requests
pi. Finally it computes the variation of the model parameters αi, βi and γi caused by
the transfer. The process is repeated for a large number of trials.

We considered a scenario with two ASs whose parameters are reported in Table 2:

Table 2. Validation parameters (two ASs)

We observed the values of Δm+1
1 as function of the mean number of peers. We vali-

date the model for different distributions of the number of peers: geometric, negative
binomial [14], and Poisson distributions. The comparison of model and simulation re-
sults is reported in Fig. 1. The model results were obtained in few seconds, whereas the
simulator required several minutes for mean(N) > 1000.

Furthermore, we run the analytical model in order to check that the limiting behavior
of Equations (11), (12), and (13) is verified. We considered a topology with three AS’s
whose initial parameters are reported in Table 3:
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Table 3. Validation parameters (three ASs)

For this experiment we set the distribution of the number of peers to a geometric
distribution with parameter ρ = 0.001, i.e. the mean number of peers in the system is
1/ρ = 1000. We found that for each AS Equations (11), (12), and (13) are verified.The
same test has been successfully performed in every experiments. We could not compare
directly our results with the ones presented in the literature (such as in [9]), since we do
not have an explicit representation of time.

4.2 Settings

The model we propose is mainly based on the representation of the number of peers
participating in the resource diffusion. In particular, we use a probability distribution
to express the number of peers in the whole system. In this section we study the im-
pact of the distribution of the number of peers on the resource diffusion. We run the
model on a three ASs scenario, varying only the distribution of the number of peers.
In particular we considered: geometric, negative binomial with k stages and binomial
distribution to model different peers behavior. The geometric and the negative binomial
distributions are important because of their coefficient of variation. They are identical
when the number of stages k is equal to 1, while when k → ∞ the negative binomial

Fig. 1. Comparison of simulation and model results
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Fig. 2. Resource diffusion as function of the probability distribution of the number of peers (plot
of Δ1)

distribution tends to become deterministic. In particular, with k = 1, 2, 10, 100 we have
that var(N) = 1−kρ

kρ2 is equal to 999000, 499000, 99000, 9000 respectively.
The binomial distribution is important from an applicative point of view. In particu-

lar, it can be used to model a system in which there is a large number of peers, where
only a portion of them are active. We tried a binomial distributions with parameters
p = 1/1000, k = 106, mean(N) = kp = 1000, var(N) = kp(1 − p) = 1000, mod-
elling the case where there are 106 peers in the system but only 1000 of them active
simultaneously. In all cases the mean value was set to 1000.

The experiments pointed out that output parameters are strongly affected by the co-
efficient of variation cv of the distribution. In Fig. 2 we reported the evolution of Δ1. It
can be noted that when the cv is high, such as in the geometric case (with parameters
ρ = 1/1000, mean(N) = 1/ρ = 1000, var(N) = 1−ρ

ρ2 � 106) the evolution of Δ1

starts with a higher value and it decreases rapidly. An higher variance implies a larger
probability of having a small number of peers in the system. When the number of peers
is small, a resource transfer causes a large change in α, β and γ, that is a large Δ. When
the cv decreases, such as in negative binomial distribution with many stages, Δ1 tends
to become constant until all the requests are served, time at which it falls to zero. Fur-
thermore, Δ1 become smaller (slowing the resource diffusion process) as the variance
decreases. The diffusion of the resource results even slower in the binomial case.

4.3 Results

We exploit the proposed model to study the resource diffusion in a non-homogeneous
environment. In Experiment 1 we consider a topology with two ASs to analyze the
resource diffusion in one AS as function of the resource popularity in the other. We
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Table 4. Parameters Experiment 1

suppose that AS1 has few resources and a high number of requests. The parameters
settings are reported in Table 4: we vary the resource availability of AS2 by keeping
constant γ2 = 0.1 and tuning α2 and β2 (their sum is constant and equal to α2 + β2 =
0.9). The number of peers in the system is geometrically distributed with parameter
ρ = 0.001, i.e. the mean number of peers is 1/ρ = 1000. Results reported in Fig. 3
show how the resource diffusion in AS1 is much faster when the resource popularity
in AS2 is high. Δ1 represents the rate at which the number of peers requesting the
resource decreases at each step, and it can be considered as a measure of the ”speed”
of the resource diffusion. Δ1 has a higher initial value and then it rapidly falls to zero
when all requests are satisfied.

0

0.002

0.004

0.006

0.008

0.01

20 40 60 80 100 120 140

Δ
1

Steps

α
2
=0.15

α
2
=0.3

α
2
=0.45

α
2
=0.6

α
2
=0.75

Fig. 3. Resource diffusion in AS1 as function of the resource popularity in AS2 (two AS’s
topology)

In Experiment 2 we investigate the resource diffusion in a three ASs topology. The
parameters settings are reported in Table 5 (”Case 1 With freeloaders”). The number of
peers in the system is geometrically distributed with parameter ρ = 0.0001, i.e. the mean
number of peers is 1/ρ = 10000. The evolution of Δ for each AS is reported in Fig. 4.
A rather intuitive result shows that Δ1 is higher due to both the larger number of peers
(s1 = 0.5), and the larger initial number of requests (β0

1 = 0.6). It is interesting to note
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Fig. 4. Resource diffusion in three ASs topology

that the diffusion stops simultaneously in all the three ASs. This is a direct consequence
of the random policy used in the selection of the AS that receives the resource.

In Experiment 3 we study the impact of freeloaders on the resource diffusion in
a three ASs topology with 1/ρ = 100000. We consider scenarios with and without
freeloaders. Parameters settings are reported in the Table 5 (”Case 1”). In Fig. 5 it is
possible to note that in the case with freeloaders the resource diffusion is slower. The
impact is emphasized in Fig. 6 where we plot the extra amount of transfers required to
get the same number of resources in AS1 due to freeloaders. This index is computed as
#Stepswith(α1) − #Stepswithout(α1). Fig. 6 illustrates also the results for ”Case 2”
where we increased the portion of freeloaders by setting ξ1 = 0.25, as reported in Table
5 (”Case 2”). The impact of freeloaders is even stronger and the index increases.

Table 5. Parameters Experiment 2 and 3
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Fig. 5. Impact of freeloaders in AS1 (three ASs topology)
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5 Conclusions and Future Work

The proposed model allows to analyze the diffusion of a resource in a non-homogeneous
environment where peers are grouped into Autonomous Systems. The model gives an
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analytical representation of some known important phenomenon like the impact of
freeloaders. Furthermore the model takes into account resource popularity and peers
behavior in different ASs.

This work is the first step towards a project that aims at studying the impact of P2P
file sharing applications on the overall network traffic, by considering the geographic
location of peers and the communication costs.
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Abstract. In this paper we present an approach to compute the invari-
ant vector of the N + 1 state Markov chain P presented in (Rogiest et
al., Lecture Notes in Computer Science, NET-COOP 2007 Special Issue,
pp. 4465:185-194) to determine the loss rate of an FDL buffer consisting
of N lines, by solving a related Hessenberg system (i.e., a Markov chain
skip-free in one direction). This system is obtained by inserting addi-
tional time instants in the sample paths of P and allows us to compute
the loss rate for various FDL lengths by solving a single system. This
is shown to be especially effective in reducing the computation time of
the heuristic LRA algorithm presented in (Lambert et al., Proc. NAEC
2005, pp. 545-555) to optimize the FDL lengths, where improvements of
several orders of magnitude can be realized.

1 Introduction

The rapid growth of the Internet traffic has resulted in an increasing demand
for bandwidth as well as support for diverse service demands. As the electronic
switches and routers are becoming the bottlenecks of the backbone network, these
networks must evolve to new architectures based upon all optical switching. Op-
tical burst switching (OBS) has been proposed [11], [13], [14] as an efficient and
flexible switching method and it combines the benefits of optical circuit switching
and optical packet switching. Although wavelength conversion reduces the need
for OBS network buffering [7], contention can still arise when two or more data
bursts arrive at the same output wavelength. In optical buffering, fibre delay lines
(FDLs) are used to delay a burst for a specified amount of time, which is deter-
mined by the length of the delay line. Several architectures that make use of an
FDL buffer have already been identified [3], [4], [8]. The main performance mea-
sure of an FDL buffer is its loss rate and analytic and simulation based results
concerning the loss rates have been reported in [2], [5], [6], [9], [10], [12].

While the typical approach is to build an analytic model based on the evolu-
tion of the scheduling horizon, a more effective modeling approach was developed
in [1] by focusing on the waiting time only. This model is applicable for Bernoulli
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arrival processes, general burst size distributions and arbitrary sets of FDLs. As
the waiting time of a burst corresponds to the length of one of the FDLs, the
computational complexity in [12] depended solely on the number of FDLs N ,
which is typically small, whereas with the scheduling-horizon-based analysis the
complexity was a function of the length of the longest delay line (in slots).

Eventhough N is typically small, the approach taken in [12] has to be reper-
formed for each set of FDL lengths, which can be very time-consuming in an FDL
length optimization procedure. In this paper we develop a Hessenberg reduction
of the model presented in [12], which not only allows us to assess the loss rate more
quickly for a single set of FDL lengths, but also enables us to compute the loss rate
for various FDL length settings at the same time. This significantly reduces the
time required to perform an FDL length optimization.

The remainder of this paper is structured as follows. Section 2 introduces the
general notion of FDL buffers. We present the traffic model and the correspond-
ing Markov chain in Section 3. From this we derive the transition probabilities
and loss probabilities. Section 4 makes use of the memoryless nature of the ar-
rival process to reduce the Markov chain to a Hessenberg, i.e., skip-free in one
direction, Markov chain. In Section 5 we present a comparative study between
the different solution methods discussed in this paper.

2 Fibre Delay Lines

In this paper, we study a single Wavelength Division Multiplexing (WDM) chan-
nel and assume contention for it is resolved by means of a Fibre Delay Line
(FDL) buffer, which can delay, if necessary, data packets, called optical bursts
(OBs), until the channel becomes available again. Unlike conventional electronic
buffers, however, it cannot delay bursts for an arbitrary period of time, but it
can only realize a discrete set of N delay values. In [9,2] it is shown that this
leads to voids on the outgoing channel. We do not attempt to fill these voids
(as this would alter the order of the bursts). We denote the N delay values as
a1 ≤ a2 ≤ . . . ≤ aN and define a0 = 0. Traditionally, there are two possibilities
for the delay values, either all fibres have the same length, i.e., ak = A with
k = 1, 2, . . . , N , or the values are equidistant, i.e., ak = kD with k = 1, . . . , N ,
where D is termed the buffer granularity. The analysis in this paper, however,
is done for arbitrary lengths. We define the set A as A = {a0, a1, . . . , aN}.

Define the scheduling horizon H at time t as the time difference between t′

and t, where t′ (t′ ≥ t) is the earliest time at which all OBs present at time t will
have left the system. When the k−th burst sees a scheduling horizon Hk > 0
upon arrival, with ai < Hk ≤ ai+1 for some 0 ≤ i ≤ N (and with aN+1 = ∞),
it will have to be delayed by ai+1 time units (if i < N , otherwise it is dropped),
possibly creating a void on the outgoing channel (which occurs if i < N and
ai < Hk < ai+1). Bursts that observe a scheduling horizon Hk = 0 do not
experience any delay. Since the length of the longest delay line corresponds to
the maximum achievable delay aN , an OB will be dropped (that is, lost) if the
burst sees a scheduling horizon larger than aN upon arrival.
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3 Analysis

As the reduction procedure proposed in this paper heavily builds on the approach
developed in [12], we start with a (brief) discussion of this approach.

3.1 Traffic Model

Both the model developed in [12] and the reduction model assume Bernoulli
arrivals, i.e., a new OB arrival occurs in a slot with probability p independently
from slot to slot. In reality, arrivals destined for an output port may not form
a Bernoulli process and the losses do not occur uniformly over time, typically
the majority of the losses may be expected to occur in bursts during so-called
overload periods. Our Bernoulli assumption, with p large such that the load is
close to or above one, therefore corresponds to assuming that these overload
periods have a substantial duration and the arrivals during such a period may
be approximated by a Bernoulli process. When we dimension the FDL buffer in
this manner, we therefore aim for the best possible structure to minimize losses
during overload periods as these contain most of the losses.

Arriving bursts are either accepted upon arrival or dropped. We number the
OBs in the order at which they arrive, but only assign an index to the OBs
that are accepted. With each accepted OB k, we associate an inter-arrival time
Tk, that captures the time between the kth arrival and the next, being the
arrival of (i) burst k + 1, if this next burst is accepted, or (ii) a burst without
number, if this next burst is dropped. For the assumed Bernoulli arrival process,
these inter-arrival times are independent and geometrically distributed (with
mean 1/p):

P (Tk = n) = tn = qn−1p n ≥ 1, (1)

where we denote q = 1− p. With each accepted burst, we also associate a burst
size Bk and we assume that consecutive OB lengths are uncorrelated with a
common distribution. Therefore, we can define general probabilities:

P (Bk = n) = bn n ≥ 1, (2)

with 0 ≤ bn ≤ 1 and
∑

n bn = 1. To simplify the notations, we will write
b̄n =

∑n
k=1 bk and t̄n =

∑n
k=1 tk.

3.2 Markov Chain

As mentioned, we will track the system’s performance by means of the waiting
time of an OB. We associate the waiting time Wk with the kth burst and define
it as the time between the acceptance of OB k and the start of its transmission.
As described in [12] the next burst is either accepted or dropped resulting in
two possible scenarios for the waiting time transitions. These two scenarios are
based on the horizon value as seen by the next arriving OB. Let H̄k be the value
of the scheduling horizon as seen by the burst, following burst k. Note that this
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is not the value of the horizon as seen by the k−th arrival. This horizon value is
given by

H̄k = (Wk + Bk − Tk)+, (3)

where (x)+ denotes max(x, 0).

Scenario 1. We have a lossless transition in case H̄k ≤ aN with the result that
the waiting time of the accepted burst equals

Wk+1 = �Wk + Bk − Tk�A, (4)

where we adopted the relation �x�A = inf{y ∈ A | y ≥ x}, for x ≤ aN .

Scenario 2. The burst will be dropped if H̄k > aN . In this case the burst
following burst k is not assigned an index, and possibly, even more bursts are
dropped before burst k+1 is accepted. As a result of this (and of the memoryless
nature of the arrival process), the waiting time of burst k + 1 no longer relates
to Wk and is defined as

Wk+1 = �aN − T̃k�A, (5)

where T̃k is the time until the arrival of the next accepted burst, i.e., the reacti-
vation time. In case of geometric inter-arrival times, T̃k has a shifted geometric
distribution:

P (T̃k = n) = t̃n = qnp n ≥ 0. (6)

We are now able to build up the Markov chain, associated with the evolution of
the waiting times. Remark that the waiting time can only take on N +1 different
values ai ∈ A, therefore, the Markov chain consists of N + 1 states. This chain
is characterized by a transition matrix P with probabilities pn,m:

pn,m = P (Wk+1 = am | Wk = an) 0 ≤ n, m ≤ N. (7)

Corresponding to the scenarios discussed above, the probabilities pn,m can be
split up into two separate contributions, i.e., the first term corresponds to the
event of a lossless transition and the second term corresponds to the event of a
transition with loss:

pn,m = P (an + Bk − Tk ≤ aN , am = �an + Bk − Tk�A)

+P (an + Bk − Tk > aN , am = �aN − T̃k�A)
= P (am−1 − an < Bk − Tk ≤ am − an)

+P (Bk − Tk > aN − an)P (aN − am−1 > T̃k ≥ aN − am), (8)

where a−1 = −∞. In order to reduce the computation time it is useful to intro-
duce

Un = P (Bk − Tk ≤ n) =
n∑

i=1

bi(1− qi−n−1) + q−n−1B(q), (9)
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where the sum over n disappears if n ≤ 0 and B(z) is the probability generating
function of Bk evaluated in z = q, i.e., B(z) = E[zBk ] =

∑∞
n=1 bnzn. Adopting

these notations, (8) can be expressed as

pn,m = Uam−an − Uam−1−an + (1− UaN−an)(t̄aN−am−1 − t̄aN−am).

The stationary probability vector π = (π0, . . . , πN ) satisfies π = πP and πe = 1,
where e is column vector with all entries equal to one.

3.3 Loss Probability

Up to now, we considered only accepted OBs and even left the dropped bursts
unnumbered. As a consequence the loss probability can be computed from the
expected number of losses generated after each accepted packet. For geometric
inter-arrival times the expected number of such losses is given by

Eloss =
∞∑

k=1

N∑

i=0

πipbk(ai + k − aN − 1, 0)+. (10)

Namely, define the periods during which the system can accept new burst as
available periods, and the periods during which the system drops arriving bursts
as unavailable periods. Hence, (ai + k − aN − 1, 0)+ in equation (10) denotes
the length of the unavailable period, following an accepted burst, which had to
wait ai slots and which had a size equal to k. Finally, the loss probability is
determined as follows

ploss =
Eloss

1 + Eloss
. (11)

4 Skip-Free in One Direction Markov Chain

By exploiting the memoryless nature of the arrival process, we will reduce the
Markov chain characterized by P , to a Markov chain that is skip-free to the
left, i.e., the transition probability matrix P̄ of the new chain has the following
structure:

P̄ =

⎡

⎢⎢⎢⎢⎢⎣

p̄0,0 p̄0,1 p̄0,2 . . . p̄0,N

p̄1,0 p̄1,1 p̄1,2 . . . p̄1,N

0 p̄2,1 p̄2,2 . . . p̄2,M

...
. . . . . . . . .

...
0 0 . . . p̄N,N−1 p̄N,N

⎤

⎥⎥⎥⎥⎥⎦
. (12)

We shall refer to the transition matrix P , defined in Section 3.2, as the dense
matrix and to the transition matrix P̄ (equation (12)) as the Hessenberg matrix.
Besides the computational advantage of the Hessenberg form, which allows us
to compute the invariant vector of P̄ in O(n2) time, an even more important
property of this reduction is that aN , the length of the longest delay line, will only



106 J. Lambert et al.

affect two entries in P̄ , being p̄N,N−1 and p̄N,N . This will allow us to express
the invariant vectors π̄ of P̄ for different aN values in terms of the invariant
vector of the system with aN = aN−1 + 1. This feature will greatly simplify the
optimization step of the LRA algorithm (see Section 5.1).

The idea behind the reduction works as follows. Suppose P makes a transition
from state n to state m without a loss, where am = �an − Tk + Bk�A. Then,
P̄ will first go from state n to state n − s, with an−s = �an − Tk�A in s steps
(from state n via n− 1, n− 2, etc. to n− s). Afterwards, it will jump from state
n− s to state m in one step. Thus, we insert s additional time instants for each
lossless transition from state n to state m.

The reduction for transitions that do involve losses is somewhat more involving.
As with the lossless transitions, the chain characterized by P̄ starts by visiting
state n − s1 (in s1 steps) after which it will jump to state N (in one step). From
state N , we repeatedly travel down (one step at a time) to some state n−sj (where
an−sj = �aN − T̃k,j�A, with T̃k,j having a shifted geometric distribution with
parameter p), for j ≥ 2 and jump back to state N as long as T̃k,j < Bk,j , with
Bk,j distributed as Bk. As soon as T̃k,j ≥ Bk,j , we go from state n−sj to state m,
with m = �aN − T̃k,j + Bk,j�A. We can split the original loss transitions in this
manner, because conditioned on T̃k,j ≥ Bk,j , one easily checks that T̃k,j −Bk,j is
distributed according to a shifted geometric distribution as required.

For ease of notation we introduce

Fn = P (Bk − Tk ≤ 0 & Tk ≤ n) =
n∑

i=1

tib̄i. (13)

Due to the upper Hessenberg form we have p̄n,m = 0 if m < n− 1. Furthermore,
there is a transition from state n to state n − 1 in case the inter-arrival time
is larger than an − an−1 (for n = 1, . . . , N), i.e., p̄n,n−1 = 1 − t̄an−an−1 . For
0 < n < N , we find, analogous to the derivation of the transition probabilities
in Section 3.2, p̄n,n = Fan−an−1 , whereas for 0 < n < m < N

p̄n,m =
an−an−1∑

i=1

ti(b̄i+am−an − b̄i+am−1−an)

= qan−am(Fam−an−1 − Fam−an)− qan−am−1(Fam−1−an−1 − Fam−1−an),

and for 0 ≤ m ≤ N − 1 we find p̄0,m = Uam − Uam−1 .

Only in the last column we need to add a contribution that corresponds to the
event of a transition with loss. This leads to the probability p̄0,N = 1 − UaN−1 ,
for 0 < n < N we get

p̄n,N =
an−an−1∑

i=1

ti(1 − b̄i+aN−1−an)

= t̄an−an−1 − qan−aN−1(FaN−1−an−1 − FaN−1−an),

and finally p̄N,N = t̄aN−aN−1 . Remark that the transition probabilities p̄n,m are
somewhat easier to compute than the transition probabilities pn,m.
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The stationary probability vector of P̄ will be denoted as π̄ = (π̄0, . . . , π̄N ).
To compute the loss probability we need the stationary probability vector π of
P , where we will prove the following relation between π and π̄:

πj =
∑N

i=0 π̄ip̂i,j∑N
k=0

∑N
i=0 π̄ip̂i,k

, (14)

where p̂i,j is defined as

p̂0,m = p̄0,m = Uam − Uam−1 , 0 ≤ m < N
p̂n,m = 0, m < n
p̂n,n = p̄n,n = Fan−an−1 , 0 < n < N
p̂n,m = p̄n,m = qan−am(Fam−an−1 − Fam−an)

−qan−am−1(Fam−1−an−1 − Fam−1−an), 0 < n < m < N
p̂0,N = UaN − UaN−1

p̂n,N = qan−aN (FaN−an−1 − FaN−an)
−qan−aN−1(FaN−1−an−1 − FaN−1−an), 0 < n < N

p̂N,N = FaN−aN−1 .

(15)

Recall, the idea behind the Hessenberg reduction makes that for each sample
path of the dense system P (of Section 3.2), there is a corresponding path for
P̄ . The probabilities p̂i,j are exactly those contributions to P̄ for which the visit
to state j also occurs in the corresponding sample path of P .

Let p̈i,j be the remaining probability p̄i,j − p̂i,j (hence, P̄ = P̂ + P̈ ), then
equation (14) can be proven as follows. Due to the sample path correspondence
we have P = (I − P̈ )−1P̂ , while the steady state vector of P̄ satisfies

π̄ = π̄(P̂ + P̈ )
⇔ π̄(I − P̈ ) = π̄P̂

⇔ π̄ = π̄P̂ (I − P̈ )−1

⇔ π̄P̂ = π̄P̂ (I − P̈ )−1P̂

⇔ π̄P̂ = π̄P̂P.

Therefore we can conclude that the steady state vector π can be computed as
described in equation (14).

5 Numerical Results

Since in practical cases the number of delay lines is small (typically 5 to 10), the
gain of the reduction to the Hessenberg matrix, as discussed in Section 4, will be
limited when considering a single set of FDL lengths. However, the contribution
of our new model lies in its applicability in optimization studies, where the gain of
the computational complexity will be more explicit. In this section we will make
a comparative study for a specific optimization algorithm, namely the Largest
Reduction Addition algorithm. This study illustrates that the exploitation of the
skip-free to the left structure of the transition matrix places us in a position to
deal with larger systems, while drastically reducing the computation times.
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5.1 Largest Reduction Addition (LRA) Algorithm

In [10] we studied how the loss rate of the classic equidistant FDL buffer can be
improved by considering alternate delay line structures, which means that the
delay line lengths ak are not necessarily a multiple of the constant D. Therefore
we developed and compared three different heuristic algorithms. Due to per-
formance and computational reasons, the Largest Reduction Addition (LRA)
algorithm was superior to the other two algorithms. When applying the LRA
algorithm, we assume that the size of the buffer N and the maximum packet
length Bmax are known. Besides we define A0 = {a0} and the addition of the
delay value an+1 to the set An is denoted by An+1 = {An, an+1}. In each step
of the LRA algorithm an FDL is added. The length of this FDL is chosen as
the one whose addition causes the largest reduction in the loss rate. The inter-
val in which we have to look for the optimal an+1, given the set An, will be
given by In+1 = [an + 1, an + Bmax − Tmin], where Tmin denotes the minimal
inter-arrival time. By default the LRA algorithm sets the minimal value of the
optimization domain to an + 1 (various numerical experiments, not reported
here, have indicated that the optimum was always found beyond an + 1). To
upper bound the interval one can reason as follows. Consider the FDL set An

and assume that the last accepted burst experienced a delay of an time units.
The highest observable horizon value equals an plus Bmax, the largest possible
burst size, minus the minimal inter-arrival time Tmin. Hence, the next burst will
always be accepted if the buffer has an additional delay line an+1 with length
an+1 = an + Bmax − Tmin. Therefore, selecting an+1 beyond this value will only
cause more losses as such an an+1 value would result in a higher horizon value
without being able to accept more bursts.

The LRA algorithm consists of the following N steps:

– Step 1: an FDL buffer consisting of one FDL is constructed. Its length is
given by a1 = argminω∈I1

(
p
{A0,ω}
loss

)
, where pAloss denotes the loss probability

for the specific set A of FDLs.
– Step n = 2 to N : The set An−1 is updated to An by adding one delay value.

The length of the delay value is chosen as an = argminω∈In

(
p
{An−1,ω}
loss

)
.

In [10] the computation of the loss probabilities in each step and for each of the ω-
values was based on the horizon approach. Using the approach taken in [12], one
significantly reduces the computation time. However, most of the computations
have to be redone when altering the value of ω. In the next section, we will show
that for the Hessenberg reduction, we can retrieve the loss probability for all ω
values by solving a single Markov chain (in O(n2) time).

5.2 A Fast LRA Implementation Based on the Hessenberg Matrix

The structure of the Hessenberg matrix provides a fast implementation of the
LRA algorithm. We denote the transition matrix that characterizes the Markov
chain corresponding with the set An as P̄

(n) and the corresponding probabilities
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p̄i,j , respectively p̂i,j , as p̄
(n)
i,j , respectively as p̂

(n)
i,j . Assume the set An−1 is known

and we have to determine the optimal length for an which has to be searched
in the interval In. We first construct the transition matrix P̄ (n,1) corresponding
with the delay line length an = an−1 + 1. It is not hard to verify that

P̄ (n,1) =

⎡

⎢⎢⎢⎢⎢⎢⎢⎣

p̂
(n−1)
0,n−1 p̄

(n)
0,n

P̄
(n−1)
l p̂

(n−1)
1,n−1 p̄

(n)
1,n

...
...

p̂
(n−1)
n−1,n−1 p̄

(n)
n−1,n

0 . . . 0 p̄
(n)
n,n−1 p̄

(n)
n,n

⎤

⎥⎥⎥⎥⎥⎥⎥⎦

,

where P̄
(n−1)
l represents the n × (n − 1) matrix found in the upper left corner

of P̄
(n−1). So we can construct the transition matrix P̄ (n,1) by recomputing at

most n + 2 elements. Furthermore, the probabilities p̂
(n,1)
i,j can be extracted im-

mediately from the transition matrix P̄ (n,1) except for 0 ≤ i ≤ n = j. Thus,
recomputing 2(n + 1) + 1 elements suffices to determine π(n,1) and its corre-
sponding loss probability p

(n,1)
loss = p

{An−1,an−1+1}
loss . For the other possible delay

line lengths within the interval In, i.e., an = an−1 +x, with x > 1, we can easily
determine the steady state vector π(n,x) without the need to compute P̄ (n,x) or
π̄(n,x). This can be explained as follows. Since the transition matrix P̄ (n,x) differs
only in two entries from P̄ (n,1), namely in p̄

(n,x)
n,n−1 and p̄

(n,x)
n,n , the steady state

vector π̄(n,x) can be expressed in terms of π̄(n,1):

π̄
(n,x)
i =

π̄
(n,1)
i∑n

j=0 π̄
(n,x)
j

i = 0, . . . , n− 1 (16a)

π̄(n,x)
n =

θ(n,x)

∑n
j=0 π̄

(n,x)
j

, (16b)

where

θ(n,x) =

∑n−1
k=0 π̄

(n,1)
k p̄

(n,1)
k,n

(1− t̄x)
. (17)

This canbe used to determine the steady state vectorπ(n,x)based on equation (14):

π
(n,x)
i =

∑i
k=0 π̄

(n,1)
k p̄

(n,1)
k,i

∑n
j=0 π

(n,x)
j

i = 0, . . . , n− 1 (18a)

π(n,x)
n =

∑n−1
k=0 π̄

(n,1)
k p̂

(n,x)
k,n + θ(n,x)p̂

(n,x)
n,n

∑n
j=0 π

(n,x)
j

. (18b)

Remark that we do not have to compute π̄(n,x) to get π(n,x), but we can
compute π(n,x) immediately from π̄(n,1) and the probabilities p̂

(n,x)
i,n with 0 ≤ i ≤

n. Therefore we have to recompute only n + 1 elements for each value of x.
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Fig. 1. Trace-based IP packet length distribution as captured on the AIX link

At the end of each step of the LRA algorithm, we determine xopt such that

p
(n,xopt)
loss = minx∈In

(
p
(n,x)
loss

)
and we denote the corresponding transition ma-

trix P̄ (n,xopt) as P̄
(n) and the corresponding probabilities p̄

(n,xopt)
i,j , respectively

p̂
(n,xopt)
i,j , as p̄

(n)
i,j , respectively p̂

(n)
i,j .

Notice, for the dense matrix approach of [12], we can only reuse some of the
intermediary results of the calculation of P (n−1) when computing the transition
matrices P (n,x).

5.3 Execution Times of the Fast LRA Algorithm

As explained in Section 3.1, we focus on overload periods during which we assume
Bernoulli arrivalswith p large such that the load is close to or above one. Therefore,
when regarding the loss probabilities computed in this section, we should keep in
mind that these are the loss rates during the overload periods and not the long-
run loss probabilities, which will be several orders of magnitude smaller. Clearly,
the results and conclusions drawn in this section remain significative when the
overload loss rates are scaled down to the long-run situation.

The study in [10] made use of packet traces collected by the NLANR (National
Laboratory for Applied Network Research). More specifically, in this paper we
will use an IP packet trace coming from the following link: AIX (a measurement
point that sits at the interconnection point of NASA Ames and the MAE-West
interconnection of Metropolitan Fiber Systems). The distribution of the packet
sizes of the considered trace is depicted in Figure 1. Furthermore we use an FDL
buffer with N = 10 FDLs. In order to keep the computation time in [10] limited,
we had to define the length of a single slot equal to a number of bytes (more
specifically, 50 bytes), as a result the packet sizes distribution had to be clustered
(such that all packets had a multiple of 50 bytes as their packet length). With
the approach taken in [12], clustering is no longer required as the packet length
distribution has no impact on the size of the state space of the Markov chain. In
other words, we can select the slot length equal to one byte. The main objective
of this section exists in demonstrating the substantial computational gain that
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Fig. 2. Execution times for the different strategies that can be used to solve the LRA
algorithm

is realized by the Hessenberg reduction over the dense matrix solution of [12]
when running the LRA algorithm.

Figure 2(a) shows the execution times as a function of the number of FDLs,
with a load ρ = 0.9. From this figure we can conclude that the Hessenberg
solution offers a gain of several orders of magnitude over the dense matrix ap-
proach. Similar results are observed in Figure 2(b) that shows the execution
times as a function of the load in case there are 10 FDLs. In order to quantify
the loss reduction typically realized by the LRA algorithm, Figure 3(a) shows
the loss probability as a function of the load for both equidistant delay values,
with D = Bmax − 1, and for the combination of delay values found by the LRA
algorithm.

Figure 3(b) shows the loss probabilities for different FDL length settings as they
are calculated during the N steps of the LRA algorithm with load ρ = 0.9. The
curve of FDL 1 shows the loss rate as influenced by the length of the first line. A

0.2 0.4 0.6 0.8 1 1.2 1.4 1.6
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

Lo
ss

 P
ro

ba
bi

lit
ie

s

Load

Basic equidistant delay values
LRA algorithm

(a) Comparison with the basic equidis-
tant situation

0 1000 2000 3000 4000

0.2

0.25

0.3

0.35

0.4

0.45

0.5

FDL lengths

Lo
ss

 P
ro

ba
bi

lit
ie

s

FDL 10

FDL 5
FDL 6

FDL 7
FDL 8

FDL 9

FDL 4

FDL 3

FDL 2

FDL 1

(b) Different FDL length settings

Fig. 3. Loss probabilities determined with the LRA algorithm



112 J. Lambert et al.

Table 1. FDL lengths ak and differences dk between subsequent FDL lengths deter-
mined with the LRA algorithm

ρ = 0.2 ρ = 0.9
FDL k ak dk ak dk

1 1499 1499 491 491
2 2998 1499 841 350
3 4497 1499 1114 273
4 5996 1499 1386 272
5 7495 1499 1612 226
6 8994 1499 1827 215
7 10493 1499 2005 178
8 11992 1499 2187 182
9 13491 1499 2360 173
10 14990 1499 2531 171

minimum is realized at a1 = 491 bytes and serves as a starting point for the second
step of the LRA algorithm. During the second step, the optimal length for the sec-
ond FDL is found in a2 = 841 (FDL 2 in Figure 3(b)). This procedure is repeatedly
executed until N FDL lengths are found. Note, the LRA algorithm is a heuristic
algorithm to find useful non-equidistant FDL lengths, but it does not necessarily
realize a global minimum. The resulting FDL sets and differences between subse-
quent FDL lengths (i.e., dk = ak − ak−1) are displayed in Table 1. The results for
the scenario with a low load of ρ = 0.2 are also included in this table.

The experimental results of this section indicate that for low loads the perfor-
mance of the LRA algorithm coincides with the equidistant FDL buffer, whereas
for higher loads we can realize a substantial reduction in loss when using non-
equidistant delay values. This observation was already made in [10] based on the
clustered trace, confirming our intuition that generally a clustered trace should
suffice to get a good understanding of the system behavior.

6 Conclusion

This paper presented a novel approach to compute the invariant vector of the
N + 1 state Markov chain presented in [12], based on a Hessenberg reduction,
and resulting in a fine-tuned fibre delay line length optimization scheme. While
previous work already allowed to compute the loss rate of a general FDL buffer
[12], it was not adapted to the iterative scheme typically associated with opti-
mization and as such inefficient to determine the optimal FDL length. Applying
the Hessenberg reduction to the Largest Reduction Addition algorithm [10], we
showed how the exploitation of the specific structure of the transition matrix
(skip-free to the left) allows to compute the loss rate for an entire range of FDL
lengths at the same time. This places us in a position to deal with larger sys-
tems, while drastically reducing the computation times. Finally, a comparative
study showed how non-equidistant FDL sets are especially useful during overload
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periods, however, the results and conclusions remain of course significative when
the overload loss rates are scaled down to the long-run situation.
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Abstract. For important fatigue-sensitive structures of aircraft whose break-
downs cause serious accidents, it is required to keep their reliability extremely 
high. In this paper, we discuss inspection strategies for such important struc-
tures against fatigue failure. The focus is on the case when there are fatigue-
cracks unexpectedly detected in a fleet of aircraft within a warranty period 
(prior to the first inspection). The paper examines this case and proposes sto-
chastic models for prediction of fatigue-crack growth to determine appropriate 
inspections intervals.  We also do not assume known parameters of the underly-
ing distributions, and the estimation of that is incorporated into the analysis and 
decision-making. Numerical example is provided to illustrate the procedure.  

Keywords: Aircraft, fatigue crack, inspection interval. 

1   Introduction 

Fatigue is one of the most important problems of aircraft arising from their nature as 
multiple-component structures, subjected to random dynamic loads. The analysis of 
fatigue crack growth is one of the most important tasks in the design and life predic-
tion of aircraft fatigue-sensitive structures (for instance, wing, fuselage) and their 
components (for instance, aileron or balancing flap as part of the wing panel, stringer, 
etc.). An example of in-service cracking from B727 aircraft [1] (year of manufacture 
1981; flight hours not available; flight cycles 39,523) is given on Fig. 1. 

Several probabilistic or stochastic models have been employed to fit the data from 
various fatigue crack growth experiments.  Among them, the Markov chain model [2], 
the second-order approximation model [3], and the modified second-order polynomial 
model [4]. Each of the models may be the most appropriate one to depict a particular 
set of fatigue growth data but not necessarily the others. All models can be improved to 
depict very accurately the growth data but, of course, it has to be at the cost of increas-
ing computational complexity. Yang’s model [3] and the polynomial model [4] are 
considered more appropriate than the Markov chain model [2] by some researchers  
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Fig. 1. Example of in-service cracking from B727 aircraft 

through the introduction of a differential equation which indicates that fatigue crack  
growth rate is a function of crack size and other parameters. The parameters, how-
ever, can only be determined through the observation and measurement of many crack 
growth samples. If fatigue crack growth samples are observed and measured, descrip-
tive statistics can then be applied directly to the data to find the distributions of the 
desired random quantities. Thus, these models still lack prediction algorithms. More-
over, they are mathematically too complicated for fatigue researchers as well as  
design engineers. 

A large gap still needs to be bridged between the fatigue experimentalists and re-
searchers who use probabilistic methods to study the fatigue crack growth problems. 

2   Problem Description 

Let us assume that a fatigue-sensitive component has been found cracked on n air-
crafts within a warranty period. The cracking had not yet caused an accident, but the 
safety experts have told the manager that had this item failed, an accident was possi-
ble. It is clear that the part would have to be redesigned and replaced. The manager’s 
dilemma is that redesigning the part, manufacturing the new design, and installing it 
in the fleet would take, say, at least two years. The manager must decide how to man-
age risk for the next two years. The alternatives include doing nothing and accepting 
the risk of continued cracking and the possibility of an accident. An inspection pro-
gram is usually instigated, which should reduce the risk of failure, but due to uncer-
tainties in aircraft loading histories, provides no direct measurement of the criticality 
of the detected cracks. Generally, such a program would lead to some aircraft being 
grounded, eliminating risk for those aircraft and reducing overall risk, but reducing 
operational capability. This would leave precious few aircraft to spare before the 
service’s ability to accomplish its mission became impaired. In such a scenario, the 
decision process involves a complex probability problem concerning the likelihood of 
additional failures and acceptable risk. To compound the difficulty little guidance is 
provided in aircraft design specifications for this situation. The situation presented is 
not uncommon. 

The purpose of this paper is to present a more accurate stochastic crack growth 
analysis method, while maintaining the simplicity of the proposed stochastic fatigue 
models, for the above problem. We discuss the optimal relationship between the  
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inspection time and the prespecified minimum level of reliability. To illustrate the 
proposed technique, a numerical example is given. 

3   Paris-Erdogan Law 

The basis of most of the fatigue models is the Paris-Erdogan law [5] relating the rate 
of growth of crack size a to N cycles: 

bNaq
N

Na
)]([

d

)(d =  (1) 

in which q and b are parameters depending on loading spectra, structural/material 
properties, etc. We fit da/dN vs a(N) with a function that we can integrate between 
limits (initial crack size, a

0
, and any given crack size, a) to get a life prediction. 

In the linear region (see Fig. 2)  we use the Paris-Erdogan Equation (1) as follows.  

 

Fig. 2. Crack growth rate versus crack size curve (I = near-threshold region; II = linear region; 
III = instability region) 
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Thus, the crack growth equation representing the solution of the differential equation 
for the Paris-Erdogan law is given by 
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3.1   Sensitivity Analysis  

Consider the solution of the differential equation for the Paris-Erdogan law written in 
the form of (4) as: 
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where a0 is the initial crack size at N0=0. The derivatives of the number of load cycles 
with respect to the parameters q and b read: 

 
q

aN

q

aN )(

d

)(d −=  (6) 

and 

   .)(
lnln1

1

1

d

)(d
1

0

0
1 ⎥

⎥
⎦

⎤

⎢
⎢
⎣

⎡
−⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
−

−
= −− aN

a

a

a

a

qbb

aN
bb

  (7) 

From this one can see that the number of cycles to reach a certain crack size is very 
sensitive to changes of the parameter q. 

From an engineering standpoint the fatigue life of a component or structure con-
sists of two periods (this concept is shown schematically in Fig. 3). 

 

Fig. 3. Schematic fatigue crack growth curve (Crack initiation period (A-B); Crack propagation 
period (B-C)) 

Periodic inspections of aircraft are common practice in order to maintain their reli-
ability above a desired minimum level. The appropriate inspection intervals are  
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Fig. 4. Inspection schedule and structural reliability 

determined so that the fatigue reliability of the entire aircraft structure remains above 
the minimum reliability level throughout its service life. Fig. 4 illustrates this case. 

4   Statistical Variability of Fatigue-Crack Growth 

The traditional analytical method of engineering fracture mechanics (EFM) usually 
assumes that crack size, stress level, material property and crack growth rate, etc. are 
all deterministic values which will lead to conservative or very conservative out-
comes. However, according to many experimental results and field data, even in well-
controlled laboratory conditions, crack growth results usually show a considerable 
statistical variability (as shown in Fig. 5).  
 

 

Fig. 5. Constant amplitude loading fatigue test data curves 

Yet more considerable statistical variability is the case under variable amplitude load-
ing (as shown in Fig. 6).  
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Fig. 6. Variable amplitude loading fatigue test data curves 

The basis of most data analyses seems to be to take logarithms in (1) and estimate b 
and q by least squares in the equation 

 ).(lnln)d/)(dln( NabqNNa +=  (8) 

Unfortunately to use this equation estimates of da(N)/dN are required. Estimates of 
derivatives are notoriously unreliable. If several repetitions of an experiment under 
the same conditions are made it is not always clear how to combine the results. More-
over, as a regression model the properties of the estimates of the coefficients in (8) are 
not the same as those of estimates of the coefficients in (4). Thus it is sensible to ask 
why the estimation does not proceed directly from the data on crack size and cycles 
through equation (4). 

It is interesting to note that if b were known q could be estimated from a straight 
line 

  ( ) )(1
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NNqb
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and indeed such a plot for a few values of q is indicative of the nature of the Paris-
Erdogan equation in a particular case. 

During the service of the components being assessed, there may be uncertainties in 
the applied loading conditions, extrapolation of the material data to service condi-
tions, component dimensions, and nature, size and location of detected (postulated) 
defects, etc. These uncertainties/variations are critical inputs to the crack growth as-
sessment and can be taken into account using probabilistic methodologies.  

The purpose of this paper is to present a more useful stochastic fatigue crack 
growth models by using the solution of the Paris-Erdogan law equation, which result  
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Fig. 7. Schematic diagram of crack size distribution and random time distribution 

in a simple analytical solution for either the distribution of the service time to reach 
any given crack size or the distribution of the crack size at any service time.   

The probability that crack size a(N) will exceed any given crack size a• in the ser-
vice interval ( ,0N N

 •), Pr{a(N
 •)>a•} (see Fig. 7),  is frequently referred to as crack 

exceedance probability and can be found based on the stochastic fatigue crack growth 
model. In addition to this probability distribution of crack size, the probability distri-
bution of cycles (or time) for a crack to grow from size 0a  to a•, Pr{N(a•)≤ N •}, can 
also be found based on the above model. In fact, the probability that service time 
N(a•) will be within the interval ( 0N , N •) for crack size to reach a• is identical to 
Pr{a(N

 •) >a•}. That is Pr{N(a•)≤ N •} = Pr{a(N
 •) > a•}. 

5   Stochastic Fatigue-Crack Growth Parameter Variability Models 

These models allow one to describe the uncertainties in one or two parameters of the 
solution (4) of the differential equation (1) for the Paris-Erdogan law via parameters 
modelled as random variables in order to characterize the random properties, which 
seem to vary from specimen to specimen (see Fig. 5). In other words, the stochastic 
fatigue-crack growth parameter variability models (with respect to the parameters b 
and q modelled as random variables) are given by  
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where  (N − 0N ) is a joint random variable of B and Q. In fact, these models are suited 
to account for this type of variability. The ones however cannot explain the variability 
of the crack growth rate during the crack growth process. In particular, crack growth 
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data (crack size versus service time and vice versa) may been analyzed using Eq. (10) 
by considering, for instance, two different approaches:  

(i) B is identical for each specimen and Q varies from specimen to specimen, 
referred to as Case 1;  

(ii) both B and Q vary from specimen to specimen, referred as Case 2. 

For Case 1, with B=1, the crack growth data for each specimen are best fitted by 
equation 
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to obtain a sample value of Q, where a(N) ≡ a, a(N0) ≡ a0. For Case 2 Equation (10) is 
used to best fit the crack growth data for each specimen to obtain a set of sample 
values of B and Q. From the statistical standpoint, B is considered to be a determinis-
tic value and Q to be a statistical (random) variable in Case 1, while both B and Q are 
considered to be statistical variables in Case 2. It is found that the lognormal or 
Weibull distribution provides a reasonable fit for B and Q in both cases.  

5.1   Weibull Crack Growth Parameter Variability Model 

Consider Case 1. The Weibull probability distribution function, F(q;σ,δ), of Q is 
expressed as 
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in which F(q;σ,δ) is the probability that Q is smaller than or equal to an arbitrary 
value q; σ and δ are distribution parameters representing the scale parameter and the 
shape parameter, respectively. 

5.2   Crack Exceedance Probability 

For B=1, the probability that crack size a(N) will exceed any given (say, maximum 
allowable) crack size a• can be derived and expressed as 
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For B=b≠1 the maximum allowable crack size exceedance probability for a single 
crack is given by 
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It will be noted that the crack exceedance probability can be used for assigning se-
quential in-service inspections [6]. 

6   Stochastic Fatigue-Crack Growth Lifetime Variability Models 

These models allow one to characterize the random properties, which seem to vary 
during crack growth (see Fig. 6), via crack growth equation with a stochastic noise V 
dependent, in general, on the crack size a: 
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and so on, where V~N(0,σ2(b,q,N)), a0 ≡ a(N0), a ≡ a(N). They are suited to account 
for this type of variability. The ones however cannot explain the variability of the 
crack growth rate from specimen to specimen. 

6.1   Crack Exceedance Probability 

If V~N(0,σ2) in (15), then the probability that crack size a(N) will exceed any given 
(say, maximum allowable) crack size a• can be derived and expressed as 
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where Φ(.) is the standard normal distribution function, 
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If V~N(0,[(b−1)σ(N−N0)
1/2]2) in (17), then the probability that crack size a(N) will 

exceed any given (say, maximum allowable) crack size a• can be derived and ex-
pressed as 
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In this case, the conditional probability density function of a is given by 
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6.2   Data Analysis for a Single Crack 

Consider the regression model corresponding to (17). Because the variance is non-
constant (17) is a non-standard model; however, on dividing by (N−N0)

1/2  the model 
becomes 
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where W is normally distributed with mean zero and standard deviation (b−1)σ. Thus 
if b is known the estimator of (b−1)q is just the least-squares estimator of the coeffi-
cient in Equation (23) and the estimate of (b−1)σ is just the estimate of the variance of 
the regression. It remains to determine what to do about b. 

Given the data describing a single crack, say a sequence n
iii Na 1)},{( = , it is easy to 

construct a log-likelihood using the density given by (22) and estimate the parameters 
b, q and σ  by maximum likelihood. The log-likelihood is 
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(24) 
Inspection shows that this differs from the standard least-squares equation only in the 
term –b∑lna, where the subscript i has been dropped. The likelihood estimators are 
obtained by solving the equations 

dL/db =0;   dL/dq =0;   dL/dσ =0. (25) 

In this case the equations have no closed solution. However, it is easy to see that the 
estimators for q and σ given b are the usual least-squares estimators for the coeffi-
cients in (23) conditioned on b, 
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and on substituting these back in the log-likelihood gives a function of b alone, 
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Thus the technique is to search for the value of b that maximizes L(b) by estimating q 
and σ as functions of b and substituting in L(b). In this study a simple golden-section 
search worked very effectively. 

6.3   Pooling Data 

When several experiments have been performed it is possible to combine the log-
likelihoods from each experiment to give estimators of the parameters of interest. 
Suppose that several experiments have been performed. Each experiment is labelled 
with j, j runs from 1 to m, and yields nj observations. The data are then a set of se-
quences {(ajk,Njk)}, with j=1, …, m, k=1, …, nj. The log-likelihood for the whole set 
of  experiments  is  simply  the  sum  of  the log-likelihoods  for the individual cracks;  
writing Lj(bj,qj,σj) for the log-likelihood for the jth crack gives 
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and 
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The global log-likelihood can be used to investigate explicit parametric models for the 
parameters, or simply as a way to pool data. Estimation by maximum likelihood pro-
ceeds exactly as above; the qj and σj are obtained as ordinary least-squares estimators 
from equations like (26) and (27), one for each crack, and substituted back into the 
log-likelihood to yield 
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When the cracks are all assumed to be independent with distinct parameters the esti-
mators from the joint log-likelihood are precisely those obtained by estimating from 
each separately as outlined above.   

If a common value of b is used and the qj and σj are assumed to absorb most of the 
experimental variability, the joint log-likelihood reduces to 

.
2

1
)](ln[ln)(

111 1
∑∑∑∑

=== =
−−−=

m

j
j

m

j
jj

m

j

n

k
jk nbnabbL

j

σ)     (32) 

7   Stochastic Fatigue-Crack Growth Parameter and Lifetime 
Variability Models 

These models allow one to describe the uncertainties in the fatigue-crack growth of 
the Paris-Erdogan law via crack growth equation with a stochastic noise dependent, in 
general, on the crack size, and parameters modelled as random variables in order to 
characterize the random properties, which seem to vary both from specimen to speci-
men and during crack growth (see Fig. 6). In other words, the stochastic fatigue-crack 
growth parameter and propagation lifetime variability model (with respect to the pa-
rameters  B and  Q, modelled  as  random  variables, and  the  stochastic noise V de-
pendent, in general, on the crack size a) may be given, for example, as 
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7.1   Crack Exceedance Probability 

In this case, the probability that crack size a(N) will exceed any given (say, maximum 
allowable) crack size a• can be derived and expressed as 

})(Pr{ •> aNa
⎪⎭

⎪
⎬
⎫

⎪⎩

⎪
⎨
⎧

⎥
⎥

⎦

⎤

⎢
⎢

⎣

⎡

⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛

+−−
−−=

−−•−− δ

σ ))(1(

][)]([
expE

0

)1()1(
0

VNNb

aNa bb

. (34) 

8   Example 

Let us assume that a fatigue-sensitive component (outboard longeron) has been found 
cracked on n=10 aircraft within a warranty period. Here a fleet of ten aircraft have all 
been inspected (see Table 1). 

It is assumed that cracks start growing from the time the aircraft entered service. 
For typical aircraft metallic materials, an initial discontinuity size (a0) found through 
quantitative fractography is approximately between 0.02 and 0.05 mm. Choosing a 
typical value for initial discontinuity state (e.g., 0.02 mm) is more conservative than 
choosing an extreme value (e.g., 0.05 mm). This implies that if the lead cracks can be 
attributed to unusually large initiating discontinuities then the available life increases. 
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Table 1. Inspections results 

Aircraft 
(i) 

Flight hours 
(Ni) 

Crack size (mm) 
(ai) 

1 3000 1 
2 2300 0.5 
3 2200 1 
4 2000 2 
5 1500 0.8 
6 1500 1.5 
7 1300 1 
8 1100 1 
9 1000 1 

10 800 1 

We test a goodness of fit of the data of Table 1 with the Weibull fatigue-crack 
growth parameter variability model (see Case 1), where 
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with a common value of b, a0=0.02, and N0=0.  

8.1   Goodness-of-Fit Testing  

We assess the statistical significance of departures from the Weibull model by per-
forming empirical distribution function goodness-of-fit test.  

We use the S statistic [7]. For complete datasets, the S statistic is given by 
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where [n/2] is a largest integer ≤ n/2, iQ
)

 is the ith order statistic, the values of Mi are 

given in Table 13 [7]. The rejection region for the α level of significance is {S>Sn;1-α}.  
The percentage points for Sn;1-α were given in [7]. The value of b is one that mini-

mizes S(b). For this example, b = 0.87 and  
S=0.43 < Sn=10; 1-α=0.95=0.69. (37) 

Thus, there is not evidence to rule out the Weibull model. Using the relationship 
(4), the inspection results can be extrapolated from the expected initial crack size, a0, 
to the time of the next inspection when the maximum allowable crack size is equal to 
a•=10 mm as presented in Table 2.  
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Table 2.  Predicted next inspection results 

Aircraft Maximum allowable 
crack size a• (mm) 

Next inspection time 
(flight hours) 

1 10 5626 
2 10 5503 
3 10 4126 
4 10 3033 
5 10 3030 
6 10 2477 
7 10 2438 
8 10 2063 
9 10 1875 

10 10 1500 

9   Conclusion 

In this paper, to capture the scatter of the fatigue crack growth data, the stochastic 
models that adopted the solution of the crack growth equation, proposed by Paris and 
Erdogan, and randomized one by including random factors into it are suggested. 
These stochastic models allow us to obtain the crack exceedance probability as well 
as the probability of random time to reach a specified crack size. Once the appropriate 
stochastic model is established, it can be used for the fatigue reliability prediction of 
structures made of the tested material. As such the models presented here provides a 
fast and computationally efficient way to predict the fatigue lives of realistic  
structures. 
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Abstract. Acyclic phase-type distributions are phase-type distributions
with triangular matrix representations. They constitute a versatile mod-
elling tool, since they (1) can serve as approximations to any continu-
ous distributions, and (2) exhibit special properties and characteristics,
which usually result in some ease in analysis. The size of the matrix
representation has a strong influence on computational efforts needed
when analyzing these distributions. This representation, however, is not
unique, and two representations of the same distribution can differ dras-
tically in size. This paper proposes an effective procedure to aggregate
the size of the matrix representation without altering the distribution.
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1 Introduction

Phase-type (PH) distributions are enjoying increasing attention in various fields
of computer and engineering sciences. They are frequently used as stochastic
modelling aids in areas such as queueing theory [23,2], computer network de-
sign [9,21], and reliability analysis [8], for instance in the analysis of dynamic
fault trees [22,5].

In this paper, we deal with continuous-time PH distributions. They are a
versatile and tractable class of probability distributions, retaining the principal
analytical tractability of exponential distributions in a more general setting: the
class of PH distributions is topologically dense [20] on the support set [0,∞).
Therefore they can be used to approximate other probability distributions or the
trace of empirical distributions obtained from experimental observations.

Any PH distribution agrees with the distribution of the absorption time in
some Markov chain with an absorbing state [23]. Such a Markov chain is usually
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the basis of numerical or analytical analysis for models involving that PH distri-
bution, and it is therefore called the representation of that distribution. These
representations are not unique: distinct absorbing Markov chains may repre-
sent the same distribution, and any PH distribution is represented by infinitely
many distinct absorbing Markov chains. The representations differ in particular
with respect to their size, i.e. the number of states and transitions. Thus, for
a given PH distribution, an obvious question to pose is what the minimal-size
representation of that distribution may be—and how to construct it.

The nowadays standard approach for aggregating a Markov chain without al-
tering its stochastic properties is based on lumpability, in various flavors
[7,19,12,4]. This aggregation is equally applicable to absorbing Markov chains,
but the computed fix-point is not guaranteed to be the minimal representation
in the above sense.

Therefore, the problem of identifying and constructing smaller-sized repre-
sentations remains one of the most interesting theoretical research questions in
the field of PH distributions. In this paper, we focus on the class of acyclic PH
(APH) distributions, namely distributions with upper triangular matrix repre-
sentations. Like PH distributions, also APH distributions are topologically dense
on the support set [0,∞) [20].

Practically, identifying smaller representations of APH distributions can have
compelling computational impact. This is especially apparent in modelling for-
malisms that support compositionality, like PEPA [19], IMC [18], or dynamic
fault trees [5]. In such formalisms, complex models are built from smaller and
simpler components. The size of some complex model is roughly the product of
the individual components’ sizes. In this setting, using smaller representations
for the components can significantly alleviate the blow-up of the state space dur-
ing composition. In some cases, this may turn an otherwise intractable model
into one with tractable model size.

The systematic study of APH representations was pioneered by Cumani [11],
and later by O’Cinneide [26,27], who identified minimality conditions, but with-
out algorithmic considerations. In fact, the quest for an algorithm to construct
the minimal representation of any APH distribution has recently seen consid-
erable advances: He and Zhang provided an algorithm for computing minimal
representations of APH distributions [16]. This algorithm involves converting
the given APH distribution to a representation that only contains the poles of
the distribution. This representation is not necessarily an APH distribution, but
a matrix-exponential distribution [14]. If this is the case, another state and its
total outgoing rate are determined and added to the representation. This is per-
formed one by one until an APH representation is obtained. This results in a
representation of provably minimal size. This algorithm involves solving a system
of nonlinear equations for each additional state. Since nonlinear programming is
difficult, the practicality of this method for large models is not obvious, and has
not been investigated so far.

The algorithm developed in this paper addresses the very same problem,
but in the opposite way. Instead of adding states to a representation until it
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becomes an APH representation, we eliminate states from a representation as
we proceed, until no further elimination is possible. Each elimination of a state
involves solving a system of linear equations. The resulting algorithm is of cubic
complexity in the size of the original state space, and does only involve standard
numerical steps. The algorithm is guaranteed to return a smaller representation.
However, unlike the algorithm of He and Zhang, minimality of the final result is
not guaranteed for arbitrary APH distributions.

In summary, this paper contributes an efficient algorithm to minimize APH
distributions. The algorithm is easy to implement and straightforward to paral-
lelize. It only consists of vector-matrix multiplications and the solution of well-
conditioned systems of linear equations. To illustrate the effectiveness of our
approach, we study a dynamic fault tree scenario with a prototype implementa-
tion of the algorithm. As we will discuss, the results are promising.

A full version of this paper including detailed proofs is available in [28].

2 Phase-Type Distributions

This section provides the preliminaries of PH distributions. This discussion is
focused on APH distributions, their canonical forms and the transformation
from arbitrary APH distribution to the canonical forms.

2.1 Parameterization Definition

Let {X(t) ∈ I|t ∈ R
+} be a homogeneous Markov process defined on a discrete

and finite state space I = {s1, s2, · · · , sn, sn+1} and with time parameter t ∈
R

+ := [0,∞). The Markov process is a finite continuous-time Markov chain
(CTMC). We view the structure of such a CTMC as a tuple M = (S,R) where
S is a finite set of states, and R a rate matrix R : S ×S → R

+. The rate matrix
R is related to the corresponding infinitesimal generator matrix by: Q(s, s′) =
R(s, s′) if s �= s′ else Q(s, s) = −∑

s′ �=s R(s, s′) for all s, s′ ∈ S. If state sn+1

is absorbing (i.e., Q(sn+1, sn+1) = 0) and all other states si are transient (i.e.,
Q(si, si) < 0), the infinitesimal generator matrix of the Markov chain can be
written as

Q =
[
A A
0 0

]
.

Matrix A is called a PH-generator and it is non-singular because the first
n states in the Markov chain are transient. Vector A is a column vector where
its component Ai, for 1 ≤ i ≤ n, represents the transition rate from state si

to the absorbing state. Since Q is an infinitesimal generator matrix, A = −Ae
where e is an n-dimensional column vector whose components are all equal to
1. Let π = (α, αn+1) be the initial probability distribution of the CTMC. Then
the probability distribution of the time to absorption in the CTMC is called
a phase-type distribution. The pair (α,A) is called the representation of the
PH distribution and PH(α,A) is used to denote the PH distribution that has
representation (α,A). The dimension of PH-generator A is called the order of
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the representation. All PH representations we are dealing with are assumed to be
irreducible. A representation is irreducible if for the specified initial distribution
all transient states are visited with non-zero probability.

The PH distribution is completely characterized by its (cumulative) distribu-
tion function and by its Laplace-Stieltjes transform (LST). The LST is a rational
function. When expressed in irreducible ratio, the denominator of the LST has
degree no more than n. This degree of the denominator is called the degree of
the distribution. The zeros of the denominator polynomial are called the poles of
the distribution. It is known [23,25] that a given PH distribution has more than
one irreducible representation. The order of a minimal irreducible representation,
namely a representation with the least possible number of states, is referred to
as the order of the PH distribution. O’Cinneide in [25] showed that the order of
a PH distribution may be different from but at least as great as its degree.

2.2 Acyclic Phase-Type Distributions

An interesting subset of the family of PH distributions is the family of acyclic PH
distributions. The family can be identified by their triangular representations.
A triangular representation is a representation whose PH-generator, under some
permutation of its components, is an upper triangular matrix.

In [26], O’Cinneide proved a theorem which characterizes APH distributions
in terms of the properties of their density functions and LSTs. In particular
he showed that an APH distribution has only real poles. Thus, any general
PH representation—possibly containing cycles—represents an APH distribution
(and hence has an acyclic representation) whenever all of the poles of its LST
are real numbers.

Example 1 (Fault Tolerant System). Fault trees [17] are used to model fault-
tolerant systems and to analyze their reliability. The fault tree in Fig. 1–(left)
models a fault-tolerant system, which consists of two identical components. The
redundancy of the components is introduced to increase the system’s reliability.
The system fails if both components fail. Further, each component is comprised
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Fig. 1. A Fault Tree (left) and its APH Distribution (right)
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of three subcomponents, whose failure times are governed by exponential distri-
butions with rate 1, 2 and 3, respectively. A component is operational if it has
at least two functional subcomponents.

The fault tree gives rise to an APH distribution whose representation is de-
picted in Fig. 1–(right). The representation is obtained by applying a formaliza-
tion of the dynamic fault tree semantics [22,5]. Note that this representation is
the result of a previous aggregation by weak bisimulation algorithm. This repre-
sentation is not minimal. In the subsequent sections, we will provide the minimal
representation.

2.3 Acyclic Canonical Forms

Let an infinitesimal generator matrix of the form
⎡

⎢⎢⎢⎢⎢⎣

−λ1 λ1 0 · · · 0
0 −λ2 λ2 · · · 0
0 0 −λ3 · · · 0
...

...
...

. . .
...

0 0 0 · · · −λn

⎤

⎥⎥⎥⎥⎥⎦
,

be denoted by Bi(λ1, λ2, · · · , λn). A representation (β,Bi(λ1, λ2, · · · , λn)) is re-
ferred to as a bidiagonal representation.

Cumani in [11], presented canonical forms of APH representations. In partic-
ular, he proved that every APH representation has a bidiagonal representation
of the same or less order. Aside from the bidiagonal representation, he also pro-
vided two other canonical forms and straightforward procedures to transform
one to others.

A similar theorem was proved by O’Cinneide in [26]. Using the invariant
polytopes method [25], he provided the characterization of APH distributions
and proceeded to prove that such distributions are PH distributions with ordered
bidiagonal representations. The following theorem provides the first of Cumani’s
canonical forms (called the series canonical form).

Theorem 1 ([11]). Let PH(α,A) be an APH representation and let the diago-
nal components of −A be λn ≥ λn−1 ≥ · · · ≥ λ1, so ordered. Then there is an or-
dered bidiagonal representation such that PH(β,Bi(λ1, λ2, · · · , λn))=PH(α,A).

Since all of the diagonal components of matrix −Bi(λ1, λ2, · · · , λn) are of a
particular order (namely ascending), the first canonical form is also called the
ordered bidiagonal representation.

Example 2 (Ordered Bidiagonal Representation). Fig. 2 depicts the ordered bidi-
agonal representation (first canonical form) of the triangular representation
shown in Fig. 1–(right).
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Fig. 2. An Ordered Bidiagonal Representation

2.4 Transformation Algorithms

The proof of Theorem 1, provided by Cumani in [11], is constructive and can
be turned into an algorithm to transform any acyclic representation to its or-
dered bidiagonal representation. However, the transformation algorithm is not
polynomial in time, for it examines individual paths of the original acyclic rep-
resentations.

In [24], O’Cinneide presented another similar algorithm which is based on the
concept of PH-simplicity and PH-majoration. We will not treat the concepts in
detail in this paper. He and Zhang in [15] provided a better performing algorithm,
which they called the spectral polynomial algorithm, to obtain the bidiagonal
representation of a given APH distribution. The algorithm does not make any
assumptions on the PH-simplicity of the given generator matrix A and may
result in a bidiagonal representation of smaller order.

Let PH(α,A) be an APH distribution and let {−λ1,−λ2, · · · ,−λn} be the
eigenvalues of A. Denote the i-th column of matrix P by P∗,i, then AP =
PBi(λ1, λ2, · · · , λn) can be expressed by

AP∗,i = −λiP∗,i + λi−1P∗,i−1, i = 1, · · · , n,

with P∗,0 = 0. The system of equations can be rewritten as

P∗,i =
1
λi

(A + λi+1I)P∗,i+1, i = 1, · · · , n − 1.

For the matrix P to be of unit row-sums, we have to set P∗,n = −Ae/λn

(consult [15] for more details). If there exists a sub-stochastic vector such that
β = αP, then PH(α,A) = PH(β,Bi(λ1, λ2, · · · , λn)). When the bidiagonal
generator matrix is in canonical form, namely if λn ≥ λn−1 ≥ · · · ≥ λ1, then such
sub-stochastic vector always exists because Bi(λ1, λ2, · · · , λn) PH-majorizes A.

The spectral polynomial algorithm has complexity O(n3) where n is the order
of the given acyclic representation.

3 Reducing the Order of Representations

In this section, we propose a procedure to reduce the order of acyclic representa-
tions. Roughly the procedure is as follows: (1) Given an APH distribution with
representation (α,A), we transform the representation into an ordered bidiago-
nal representation (β,Bi(λ1, λ2, · · · , λn)) by using spectral polynomial algorithm
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of He and Zhang. The order of the new representation is at most the same as
the order of the original one. (2) Once an ordered bidiagonal representation is
obtained, some of its states can be removed without affecting its distribution
function. In the rest of the section, we will show that a smaller representation
can be obtained by removing some unnecessary states from the ordered bidiag-
onal representation. A method for identifying and removing those unnecessary
states will be provided. The resulting representation is also an ordered bidiagonal
representation of fewer number of states.

3.1 The L-Terms

Let L(λ) = s+λ
λ be the reciprocal of the LST of an exponential distribution with

rate −λ. We refer to a single expression of L(·) as an L-term. The LST of an
ordered bidiagonal representation (β,Bi(λ1, λ2, · · · , λn)) can be written as

f̃(s) =
β

1

L(λ1) · · ·L(λn)
+

β
2

L(λ2) · · ·L(λn)
+ · · · + β

n

L(λn)
,

=
β

1
+ β

2
L(λ1) + · · · + β

n
L(λ1)L(λ2) · · ·L(λn−1)

L(λ1)L(λ2) · · ·L(λn)
. (1)

Note that the LST expression in Equation (1) may not be in irreducible ratio
form. The LST is produced in such a way that the denominator polynomial cor-
responds exactly to the sequence of the transition rates of the ordered bidiagonal
representation. Hence, the degree of the denominator polynomial is the same as
the order of the ordered bidiagonal representation.

3.2 Reducing the Order of Bidiagonal Representations

Observing Equation (1), if we are to remove a state from the ordered bidiagonal
representation, we will have to find a common L-term in both of the numerator
and denominator polynomials of Equation (1). Removing such a common L-
term from the numerator and denominator polynomials means removing the
corresponding state from the representation.

However, such removal of a state can only be carried out if after the removal,
the initial probability distribution β is redistributed in a correct manner, namely
the new initial probability distribution, say γ, is a sub-stochastic vector. This
procedure of identifying and properly removing a state from an ordered bidiag-
onal representation is described formally in the following lemma.

Lemma 1. Let (β,Bi(λ1, λ2, · · · , λn)) be an ordered bidiagonal representation
of order n. If for some 1 ≤ i ≤ n, β

1
+β

2
L(λ1)+ · · ·+β

i
L(λ1)L(λ2) · · ·L(λi−1)

is divisible by L(λi) then

PH(β,Bi(λ1, λ2, · · · , λn)) = PH(γ,Bi(λ1, λ2, · · · , λi−1, λi+1, · · · , λn))

if γ is a sub-stochastic vector. (γ,Bi(λ1, λ2, · · · , λi−1, λi+1, · · · , λn)) is an or-
dered bidiagonal representation of order n − 1.
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Proof. Assume that the conditions are true. Then we can find a common L-term
in both the numerator and denominator polynomials of the LST of representation
(β,Bi(λ1, λ2, · · · , λn)) because the rest of the numerator polynomial is divisible
by L(λi). Removing this common L-term reduces the order by 1 and hence we
obtain a new representation (γ,Bi(λ1, λ2, · · · , λi−1, λi+1, · · · , λn)).

Since the new representation is constructed from the same LST (albeit sim-
plified), it constitutes the same PH distribution. �	
The first observation we can gain from inspecting the form of Equation (1) and
Lemma 1 is that L(λ1) cannot divide the numerator polynomial if β

1
�= 0. Hence,

Erlang distributions and the convex combination of Erlang distributions with the
same parameter are always irreducible.

To reduce the order of an ordered bidiagonal representation, we need to check
two conditions in Lemma 1, namely the divisibility of the numerator polynomial
and the sub-stochasticity of the resulting initial probability vector. For this, let

R(s) = β
1

+ β
2
L(λ1) + · · · + β

i
L(λ1)L(λ2) · · ·L(λi−1). (2)

By ordinary algebra, we can check whether R(s) is divisible by L(λi) simply by
checking whether R(−λi) = 0.

The sub-stochasticity of the resulting initial probability vector, on the other
hand, can be checked while computing it. Referring back to Lemma 1, let us
denote the generator matrix Bi1(·) := Bi(λ1, λ2, · · · , λn) and the generator ma-
trix Bi2(·) := Bi(λ1, λ2, · · · , λi−1, λi+1, · · · , λn). The two ordered bidiagonal
representations represent the same PH distribution, hence

PH(β,Bi1(·)) = PH(γ,Bi2(·)),
1 − β exp(Bi1(·)t)en = 1 − γ exp(Bi2(·)t)en−1, (3)

where en is a column vector of dimension n whose components are all equal to
1. To compute vector γ from vector β, we need n − 1 equations relating their
components. We can evaluate Equation (3) at n − 1 different t values to obtain
such required system of equations. However, such function evaluations can be
costly. To avoid this, we proceed differently.

For a PH representation (α,A), the i-th derivative, for i > 0, of its distribution
function is given by

F (i)(t) = −αAi exp(At)e.

Evaluating these derivatives at t = 0 allows us to avoid computing the exponen-
tial of matrices. Hence, the components of vector γ can be computed by solving
the following system of equations

βBi1(·)ien = γBi2(·)ien−1, i = 0, · · · , n − 2. (4)

Once Equation (4) is solved, the sub-stochasticity of γ can be determined
simply by checking that all of its components are nonnegative real numbers.
The equation and the sub-stochasticity of γ are the sufficient conditions for
Bi1(·) = Bi2(·). For the necessity proof we refer to Lemma 2 in Section 3.5.
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3.3 The Algorithm

Let such a state which corresponds to the L-term L(λi) in Lemma 1 be called
a removable state. Thus, a state is removable in an ordered bidiagonal repre-
sentation, if the numerator polynomial of the LST is divisible by the L-term
corresponding to the state and if removing the state results in a valid initial
probability distribution.

Lemma 1 can be turned into an algorithm that reduces the order of a given
APH representation.

Algorithm 1 (Reducing Acyclic Representation).
1: function RedAcycRep(β,Bi)
2: n ← OrderOf(β,Bi)
3: i ← 2
4: while i ≤ n do
5: if Removable(i, (β,Bi)) then
6: (β′,Bi′) ← Remove(i, (β,Bi))
7: n ← n − 1
8: else
9: i ← i + 1

10: end if
11: (β,Bi) ← (β′,Bi′)
12: end while
13: return (β,Bi)
14: end function

Algorithm 1 inputs an ordered bidiagonal representation and outputs its re-
duced ordered bidiagonal representation. Function OrderOf(·) returns the or-
der of the given representation. Function Removable(·) returns True if state si

is removable from the given representation. Removing it means redistributing the
initial probability distribution, whose computation was shown in Equation (4).
This is basically what function Remove(·) does, namely removing state si from
the given representation.

The algorithm proceeds by checking each state whether it is removable or not.
If it is removable then it is eliminated. Further, the algorithm terminates once all
states have been checked and the removable ones have been eliminated. Hence,
the algorithm does what it is supposed to do and terminates.

Let n be the order of the given APH representation. The spectral polynomial
algorithm of He and Zhang entails n matrix-vector multiplications, thus amounts
to O(n3). Checking whether state si is removable needs an evaluation of Equa-
tion (2), which requires

(
i2 − i

)
multiplications and

(
i2+i

2 − 1
)

additions. At

worst this costs O(n2).
If state si is removable, eliminating it entails solving Equation (4). We observe

that for any bidiagonal generator Bi of dimension d, Bi(si, si) = −Bi(si, si+1)
for 0 < i < d. Now, since both matrices in the system of equations are bidiag-
onal generators, this observation allows us to show—by induction on n—that
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Equation (4) can be transformed into

b = AγT (5)

where A is an upper triangular matrix and b is a column vector which is obtained
by evaluating the left hand side of Equation (4) n − 1 times. A detailed analysis
shows that this transformation requires (3n2+5n

2 ) multiplications and (n2) addi-
tions, and is thus of order O(n2) time. Equation (5), on the other hand, can be
solved in O(n2) time, because A is upper triangular, which means we only need
to apply backward substitutions.

Since the procedure for checking whether a state is removable and then remov-
ing it is actually carried out at most n times, hence the overall time complexity
of the algorithm is O(n3 + n(n2 + n2 + n2)) = O(n3).

Example 3 (Reduced Acyclic Representation). Inputting the model depicted in
Fig. 1 into Algorithm 1, it is first transformed into an ordered bidiagonal repre-
sentation. The ordered bidiagonal representation has the same number of states
as the original representation. It is depicted in Fig. 2.
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Fig. 3. A Minimal Acyclic Representation of Fig. 2

The ordered bidiagonal representation after all its removable states are elimi-
nated is shown in Fig. 3. It is a minimal representation, because its order is the
same as its algebraic degree.

3.4 Non-minimal Representation

In the previous examples, the algorithm reduces the acyclic representation to a
minimal representation. This can be verified by the fact that the order of the
representation depicted in Fig. 3 is the same as its degree. The degree is precisely
the number of L-terms which are not the divisor of the numerator polynomial,
which in this case is the same as the number of states in the representation.

However, to arrive at a minimal result is not always possible. To shed some
light on this, consider the representations depicted in Fig. 4. Both represen-
tations have the same distribution. Given representation in Fig. 4–(left), our
algorithm cannot produce smaller representations, because both states 4 and 5
are not removable. However, the representation in Fig. 4–(right) is a minimal
representation, and it is smaller than what the algorithm returns.

The reason behind this deficiency lies in the fact that the algorithm is bound
to the set of present total outgoing rates (as L-terms), while in reality the repre-
sentation depends on the interplay of total outgoing rates and initial probability
distribution. These dependencies are in full generality difficult to detect, because
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Fig. 4. Non-Minimal (left) and Minimal (right) Acyclic Representations

we are then left with the problem of finding matches over a continuous domain
of candidates, akin to the nonlinearity of the problem encountered by He and
Zhang [16].

3.5 The Use of Order Reduction

Let Red(α,A) be the reduced representation of APH representation (α,A) ob-
tained by the application of Algorithm 1.

Lemma 2. Let (β,Bi(λ1, λ2, · · · , λn)) be an ordered bidiagonal representation.
For an arbitrary λx ≥ λi, for 1 ≤ i ≤ n, we can find an ordered bidiagonal rep-
resentation (β′,Bi(λ1, · · · , λi, λx, λi+1, · · · , λn)) that has the same distribution.

The proof of this lemma can be found in [28]. Note that there is a unique way
of incorporating a proper new state with a particular total outgoing rate to
an existing ordered bidiagonal representation. Furthermore, since the ordered
bidiagonal representation is a canonical form, for the particular sets of total
outgoing rates, the obtained ordered bidiagonal representation is unique. Note
that λx must not be less than λ1, since in that case the resulting representation
will have a different distribution.

Lemma 3. Let (α,A) be an APH representation. Furthermore, let the algebraic
degree and the order of PH(α,A) be the same. Then the order of Red(α,A) is
the same as the order of PH(α,A).

The proof of this lemma can be found in [28]. Lemma 3 basically establishes
that applying Algorithm 1 to any APH representation whose algebraic degree is
equal to the order of the distribution is certain to result in a minimal representa-
tion. The algorithm can also be applied to APH representations whose algebraic
degree is different from order of the distribution, although in this case it is not
guaranteed to result in a minimal representation.

4 Weak Bisimulation

One may wonder how likely it is to encounter a model which is reducible by our
algorithm—or by lumping. Actually, Commault and Mocanu in [10] showed that
for any pre-specified structured PH representation of order n, the set of parame-
ter values producing PH distributions of algebraic degree less than n has measure
zero. In other words, the chance to find a reducible Markov chain appears very
low. This is indeed true for models obtained from parameter estimation mecha-
nism such as fitting methods.



Effective Minimization of Acyclic Phase-Type Representations 139

However, this measure based interpretation is often misleading. Many cases
have been reported that show the (sometimes tremendous) reduction obtained
by lumping a model. The question thus is: why are aggregation techniques for
Markov chains such as lumping successful after all? They are indeed successful
for representations which are constructed out of a structured behavioral rep-
resentation. The reason lies in the way models are constructed which usually
results in very specific and particular parameter values:

Constructive mechanisms used in building Markovian models from smaller
components usually involve convolution, choice and composition operations
which correspond to stochastic operations: sum, minimum (or convex combina-
tion) and maximum, respectively. These operations often produce models with
repeatable, symmetric, and similar sub-structures, which enable reduction by
the aggregation techniques. In the context of APH, for instance, the idea of core
series in [29] identifies these sub-structures in the set of paths to the absorbing
state.

To shed some light on the relation of our reduction algorithm to lumpability,
we here consider weak bisimilarity. The notion of weak bisimilarity is formalized
in the following definition, which is a variation of the original definition [6,4],
accounting for the case of absorbing states (and otherwise treating the chain as
unlabelled). For C ⊆ S, let R(s, C) =

∑
s′∈C R(s, s′). If R is an equivalence

relation on S, S/R is the partition of S induced by R and for s ∈ S, [s]R is the
class which contains s.

Definition 1 (Weak Bisimulation). For M = (S,R) let R be an equivalence
relation on S. R is a weak bisimulation on M if for all s1Rs2: R(s1, C) =
R(s2, C) for all C ∈ S/R with C �= [s1]R and if absorbing states are only related
to absorbing states. States s1 and s2 are weakly bisimilar, denoted s1 ≈ s2 if and
only if there exists a weak bisimulation R on M such that s1Rs2.

Weak bisimulation differs from the more prominent notion of strong bisimula-
tion (or ordinary lumpability [7]), in that transitions which do not cross class
boundaries are not considered. This can be seen as the ‘class generalization’ of
the fact that in a CTMC the values of R(s, s) (i.e., loops at states) are irrelevant
for the diagonal entries of Q.

States that are weakly bisimilar in a CTMC model can be lumped by moving
to the quotient induced by this equivalence, thus producing an aggregated CTMC
model. An algorithm for computing the weak bisimulation quotient is at hand [3].
It has cubic complexity, in the number of states of the original model.

Weak bisimulation and lumpability play an important role in CTMC
modelling and analysis. Weakly bisimilar states and models possess the same
probabilistic reachability properties [4], which means that their probability dis-
tributions of reaching certain subsets of the state space are the same. Hence
weakly bisimilar models are exchangeable so far as their reachability properties
are concerned. Weak bisimulation can be used to identify bisimilar states in a
model, and by lumping them, to reduce the order of the model. Weak bisimula-
tion can also be applied to PH representations, without affecting the distribution:
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Lemma 4. Let (α,A) be a PH representation. If (β,B) is obtained by lumping
weak bisimilar states in (α,A), then PH(α,A) = PH(β,B) and the order of
(β,B) is at most the order (α,A).

The proof is a straightforward consequence of the fact that weak bisimula-
tion does not alter transient probabilities of state classes [4], together with the
particular role played by absorbing states in our variation of weak bisimula-
tion. We now make precise the relation between our order reduction and weak
bisimulation.

Lemma 5. Let (β,Bi(λ1, λ2, · · · , λn)) be an ordered bidiagonal representation
of order n. If

1. β
2
�= 0, and

2. β
1

+ β
2
L(λ1) = (β

1
+ β

2
)L(λi), i ∈ {2, · · · , n} and β

j
= 0 for all 2 < j ≤ i,

then both (β,Bi(λ1, λ2, · · · , λn)) and (γ,Bi(λ1, · · · , λi−1, λi+1, · · · , λn)) repre-
sent the same PH distribution, for some sub-stochastic vector γ of dimension
n − 1. Moreover, there is a weak bisimulation relating their respective Cox rep-
resentations.

The proof of this lemma can be found in [28]. It says that once an acyclic model
is transformed into its ordered bidiagonal representation, it may be possible to
reduce the state space by weak bisimulation. In the circumstances described in
the lemma, our order reduction coincides with weak bisimulation aggregation on
the Cox representation of the APH distribution.

5 Implementation

We have implemented the reduction procedure as described in Algorithm 1 in
C++. In order to handle the sensitivity of the initial probability distribution of the
ordered bidiagonal representation in relation to the distribution it represents, we
have to resort to using rational numbers in the implementation. For this purpose
we use GMP library [1]. In this section we report the result of the implementation.

Fig. 5 depicts a model of fault-tolerant parallel processors (FTPP) [13]. The
FTPP consists of four network elements (NE), which are fully connected to each
others and four groups of processors. In each of these groups, one processor is
originally powered down and is used as a spare. Each NE is attached to four
processors, one from each group. Overall in the system, there are as many pro-
cessors in a single group as the number of NEs. At least two of these processors
are required to be operational for the whole system to be considered operational,
otherwise it is considered failed. Each processor and each NE may experience
failures which are governed by some exponential distributions. Furthermore, a
failed NE brings down the four processors connected to it. Based on the fault
tree of the FTPP model, we obtain the absorbing CTMC model associated with
the distribution of the time to system’s failure. A more detailed discussion of
this reliability model can be found in [5].
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The resulting absorbing CTMC model is an APH representation. We use
Algorithm 1 to reduce the state space (order) of the representation. Table 1
summarizes the result of the experiments. We have three FTPP models where
we vary the number of NEs and thus the number of processors in each group.
For each model, the table provides the size of the state space before and after the
reduction. Note that the state spaces before the reduction have been minimized
according to a stochastic weak bisimulation algorithm. In general, the reduction
algorithm produces state spaces which are orders of magnitude smaller than
the original ones. The computation time (in seconds) of the reduction (RED)
procedure is shown in the last column of the table. The numbers in the brackets
are the computation times required to the transformation (TRA) to the ordered
bidiagonal representations by the spectral polynomial algorithm.

The models prior to the reduction are

Fig. 5. An FTPP Model

obtained by composing smaller components.
During the composition, the size of the repre-
sentation blows up fast, because it is basically a
cross-product operation over the smaller repre-
sentations. However, when many of the smaller
components are stochastically similar, the
composition alters the representation drasti-
cally while the stochastic behavior remains the
same. We expect the reduction algorithm to be
most useful in such circumstances. The FTPP
examples we provide above demonstrates this.
Moreover, for instance in [29], it is shown that
the minimal representation of the compositions

of several Erlang distributions is much smaller than the original representation.

Table 1. State Space Reduction of the FTPP Models

#NE
Before Reduction After Reduction Time (sec.)
States Trans. States Trans. RED (TRA)

4 65 304 22 39 <1 (1)
5 391 2956 41 76 13 (92)
6 1728 17211 64 121 944 (18062)

6 Conclusions

This paper has introduced an algorithm to reduce acyclic representations of PH
distributions (viz. acyclic absorbing CTMCs). In each iteration, the algorithm
requires quadratic time (in the current number of states), to reduce the repre-
sentation by at least one state, as long as no further reduction is possible. We
have highlighted that the resulting CTMC is not necessarily minimal, and have
clarified the relation to weak bisimulation lumping.
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In practice, one may wonder whether it is beneficial to run an overall cubic
algorithm to reduce the matrix representation of a PH distribution. This, of
course depends on the application context. If one intends to numerically compute
the absorption probability at many time points (or at a single large time point) it
might very well be worthwhile to run the suggested algorithm as a preprocessing
step. This step reduces the dimensions of the involved matrices and vectors, and
hence speeds up the subsequent (usually uniformization-based) iterations.

Further, if the CTMC representation is used in a concurrency context, then
a one-state saving in a single component—prior to exploring the crossproduct
with other components—saves states in the order of the entirety of all other
components. This can in general lead to an exponential saving in size of the
overall system.
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Abstract. RAID systems are widely deployed, both as standalone stor-
age solutions and as the building blocks of modern virtualised storage
platforms. An accurate model of RAID system performance is there-
fore critical to understanding storage system performance. To this end,
this paper presents a queueing network-based model of RAID systems
comprised of zoned disks and operating at RAID level 0-1 or 5. The
contribution over previous work is twofold. Firstly, our analysis approxi-
mates full I/O request response time distributions rather than just mean
values. This provides the ability to reason about response time quantiles
and higher moments of response time – both of which are useful in the
context of modern quality of service requirements. Secondly, we validate
our model against measurements from a real RAID system rather than
a software simulation. The close agreement between predicted and ob-
served response time distributions gives a high level of confidence in the
validity of our model.

1 Introduction

There is an unrelenting business demand for fast, reliable storage. For example,
the CIO of Chevron Corporation, the world’s fifth largest energy company, claims
that Chevron accumulates data at a rate of 2TB per day [1]. Similarly, the
news agency Reuters estimates that it manages 1.4PB of data, a figure which is
growing at an annual rate of 50%.

Much of this data is ultimately stored on RAID systems, which are deployed
either as standalone storage solutions or as the building blocks of virtualised stor-
age infrastructures. The detailed understanding of RAID system performance is
therefore critical to determining whether or not application-level quality of ser-
vice demands will be met by a given storage infrastructure.

In this paper, we propose a novel queueing model for the analysis of RAID
systems comprised of zoned disks1. The inputs to this analysis are a specified
� Corresponding author. Tel.: +44 20 7594 8385.
1 On modern hard drives there are more blocks on cylinders on the outside of the

platter than those closer to the centre. Cylinders with the same number of blocks
are grouped together in zones. Disks rotate with a constant angular velocity and
therefore data throughput is higher for outer zones than for inner ones.

K. Al-Begain, A. Heindl, and M. Telek (Eds.): ASMTA 2008, LNCS 5055, pp. 144–157, 2008.
c© Springer-Verlag Berlin Heidelberg 2008



A Response Time Distribution Model for Zoned RAID 145

I/O request arrival rate, an I/O request access profile, a given RAID configu-
ration and physical disk parameters. The primary output of this analysis is an
approximation to the cumulative distribution function of I/O request response
time. From this, it is straightforward to calculate response time quantiles, as
well as the mean, variance and higher moments of I/O request response time.
This improves on the state-of-the-art in RAID performance models [2,3,4,5,6],
all of which yield approximations to the mean response time only.

The first step in building a good RAID model is to derive an accurate model
of the behaviour of a single disk drive. To do this, we abstract a disk drive as an
M/G/1 queue and model the service time as the sum of the random variables of
seek time, rotational latency and data transfer time. In doing so, we take into
account the properties of zoned disks. Section 2 describes this zoned disk drive
queueing model in detail.

In line with previous work [7], we then abstract a RAID system as a fork-
join queueing network. This comprises several queues, each of which represents
one disk drive in the array. Incoming I/O requests fork into subtasks which are
processed across the drives; upon completion of all subtasks, they join, signalling
completion of the I/O request. Section 3 presents our analytical approximation
of such a fork-join queueing network.

We tailor our basic fork-join approximation to account for the I/O request
patterns associated with particular request types and request sizes under differ-
ent RAID levels. We focus on RAID 0-1 (mirrored stripes) and RAID 5 (dis-
tributed parity), which are the two most commonly used RAID levels. Section 4
derives the resulting novel cumulative distribution functions of I/O request re-
sponse time for RAID 0-1 and 5. Models for RAID 0 (striping without redun-
dancy) and RAID 6 (double distributed parity) can also be derived from these
results.

To test the accuracy of our resulting models, we validate them against RAID
device measurements in Section 5. Section 6 concludes and considers directions
for future work.

2 Disk Model

In making performance predictions for a disk array or storage system, it is fun-
damental to model disk service time accurately. To this end, we model a disk
drive as an M/G/1 queue where the service time density is the convolution of
seek time, rotational latency and data transfer time densities. Defining random
variables for seek time, S, rotational latency, R, and block transfer time, T , we
describe their distributions below.

2.1 Seek Time

A seek, S, is the time taken for the disk head to move from the cylinder where it
is currently located, C2, to the cylinder containing a target sector, C1. We define
a random variable, D = |C1 − C2|, as the seek distance. Seek time can then be
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defined in terms of seek distance. Specifically [8],

S(D) =
{

0 if D = 0
a + b

√
D otherwise

where a and b are constants defined in terms of the disk geometry, and are given
by:

a =
minseek

√
Cyls − 1 − maxseek√
Cyls − 1 − 1

b =
maxseek − minseek√

Cyls − 1 − 1

Here Cyls is the total number of cylinders on the disk, minseek is the track-to-
track seek time and maxseek is the full-stroke seek time.

The disk model must reflect the layout of a zoned disk accurately. As cylinders
get closer to the disk edge, their circumference increases and the number of
sectors per cylinder increases. Therefore, a random request has an increased
probability of being directed to a sector on an outer cylinder. Let C be a random
variable representing the cylinder number of a randomly selected disk sector.
Then the probability distribution of C can be approximated by assuming that
the number of sectors per track increases linearly [9]. That is,

fC(x) =
α + βx

γ
x = 0, 1, . . . , Cyls − 1

with constants α, β and γ defined as:

α =
SEC [0]

spb

β =
SEC [Cyls − 1] − SEC [0]

(Cyls − 1) spb

γ = α(Cyls − 1) +
β

2
(Cyls − 1)2

where SEC [0] and SEC [Cyls − 1] are the number of sectors on the innermost
and outermost tracks respectively and spb is the number of physical sectors per
logical block. α represents the number of logical blocks on the innermost track
and β charts the rate of increase in blocks per cylinder.

The probability density function (pdf) of seek distance is calculated by as-
suming the two random variables, C1 and C2, as two distinct cylinder numbers,
and calculating the seek distance between all possible cylinder numbers. This is
split into two terms, one for the case when C1 ≤ C2 and one for the case where
C1 > C2:

fD(x) =
∫ Cyls−1−x

0

fC(y)fC(x + y)dy +
∫ Cyls−1

x

fC(y)fC(y − x)dy (1)
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The full expansion of Equation (1) appears in [9]. The cumulative distribution
function (cdf) of seek time, FS(t), can be defined in terms of the cdf of fD(x),
FD(x), as [8]:

FS(t) = FD

((
t − a

b

)2
)

2.2 Rotational Latency

Rotational latency, R, is the time to rotate to the angle of a target sector. R
has a uniform distribution with a range between 0 and the time for a full disk
revolution, Rmax [3].

2.3 Data Transfer Time

The time to transfer k logical blocks on cylinder x of a zoned disk can be ap-
proximated as [9]:

t(x) =
k spb Rmax

α + βx

Denoting Tk as the random variable of the time to transfer k blocks of data, its
cdf is:

FTk
(t) =

∫
P (Tk ≤ t | C = x)fC(x)dx

=
∫ Cyls−1

max(φk(t),0)

fC(x)dx (2)

where
φk(t) =

k spb Rmax

βt
− α

β

calculates the minimum cylinder number for which k logical blocks of data can
be transferred in under t ms. The solution of the integral in Equation (2) is a
function of t with a domain bounded between the minimum and maximum pos-
sible k-block transfer times. If tmin and tmax are the times to transfer to a single
physical sector on the outermost and innermost tracks respectively, Equation (2)
expands to:

FTk
(t) =

⎧
⎨

⎩

0 if t < k spb tmin
1

2(tmax−tmin )2γ

(
p + q

t + r
t2

)
if k spb tmin ≤ t ≤ k spb tmax

1 otherwise
(3)

with

p = (Cyls − 1)tmax (2(tmax − tmin)α + (Cyls − 1)(tmax − 2tmin)β)
q = ((Cyls − 1)tmax (−2 k spb(tmax − tmin)tminα + (Cyls − 1)k spb tmaxβ

+(1 − Cyls)k spb(tmax − 2tmin)tminβ))
r = (1 − Cyls)(Cyls − 1)k2spb2t2max t2minβ
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The Laplace transform of the disk’s response time pdf is derived using the
Pollaczek-Khintchine transform equation for M/G/1 queues [10]:

W ∗(θ) =
(1 − ρ)θX∗(θ)
λX∗(θ) − λ + θ

Here X∗(θ) is the Laplace transform of the service time pdf, which in our
case is the product of the Laplace transforms of the pdfs of S, R and T , i.e.
S∗(θ)R∗(θ)T ∗

k (θ). Also, ρ = λ
μ , where λ is the I/O request arrival rate to the

disk and μ is the mean service rate, which in our case is given by 1
E[R]+E[S]+E[Tk] .

As W ∗(θ) is unlikely to have an analytical inversion, we invert it numerically us-
ing the Euler method [11] to obtain the response time pdf fW (t). The cumulative
distribution function W (t) is also easily obtained by inverting W ∗(θ)/θ.

3 The Fork-Join Queue

Fork-join queues have been widely employed as an appropriate queueing abstrac-
tion of the operation of disk arrays [2]. Given N queues, (see Figure 1(a)), each
incoming job is split into N subtasks at the fork point. Each of these subtasks
queues for service at a parallel service node before joining a queue for the join
point. When all N subtasks in the job are at the head of their respective join
queues, they rejoin (synchronise) at the join point.

It is difficult to model job response times in a fork-join synchronisation analyt-
ically. Indeed, to date, exact analytical results exist only for the mean response
time of a two server system consisting of homogeneous M/M/1 queues [12].
Approximate results for mean response times for M/M/1 and M/G/1 fork-join
queues are more abundant [12,13,14,15,5]. However, they all have limitations in
the context of our present application. In particular, none of these results have
yet been extended to find higher moments or full response time distributions.
Furthermore, some are not applicable to M/G/1 queues (necessary to support
our disk service time model) or heterogeneous servers (necessary to support
the modelling of heterogeneous disks), and some can be very computationally

(a) Fork-join queueing model (b) Split-merge queueing model

Fig. 1. Fork-join vs. split-merge queueing models
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intensive for a large number of queues (necessary when modelling very large disk
arrays). Our present work addresses these issues.

Our approach is inspired by Harrison and Zertal’s method for approximating
the mean of the maximum of multiple random variables [16]. This gives an
approximation to a fork-join synchronisation by assuming it to be a similar
queueing network, the split-merge queue [17] (see Figure 1(b)). In the split-merge
queue, a job splits into N subtasks which are serviced in parallel. Only when all
the subtasks finish servicing and rejoin can the next job split into subtasks and
start servicing. This will lead to a slower mean response time than its fork-join
equivalent.

An exact solution for the cumulative distribution function of job response
time in a split-merge queue can be found by utilising properties of Order Statis-
tics [18,19]. Any random variables, X1, X2, . . . , Xn can be reordered as X(1),
X(2), . . . , X(n), where X(1) ≤ X(2) ≤ . . . ≤ X(n). Then X(1), X(2), . . . , X(n) are
the order statistics of X1, X2, . . . , Xn.

The cdf of X(n), the maximum order statistic (corresponding to job response
time in a split-merge queue), is calculated exactly as:

FX(n)(x) = P (X(n) ≤ x)
= P (X(i) ≤ x ∀i)

Thus, if X1, X2, . . . , Xn are independent with cdfs Fi(x),

FX(n)(x) =
n∏

i=1

Fi(x) (4)

Applying this to a disk array, consider an n-block I/O request sent to an
array of n homogeneous disks. If each disk processes a 1-block request and has
a response time cdf of W (t), then the approximate response time cdf of the I/O
request is (W (t))n. The next section generalises this to deal with variable size
I/O requests and I/O request sizes under various RAID levels.

4 RAID Model

The results derived in Equation (4) above suffice to calculate the response time
cdf for read or write requests to an n-disk RAID 0 system in which each request
consists of a multiple of n blocks. However, not every I/O request leads to an
access to all disks, being influenced by I/O request size and type, and also by
RAID level. Below we deal with RAID levels 0-1 and 5, for both read and write
requests.

Our model is designed to accept a homogeneous stream of I/O requests of a
given size and type. We further assume that all the service time distributions
on all disks are identically distributed. For the sake of notational simplicity, let
W (t, γ, μ) define the cdf of the response time distribution of a single M/G/1
queue (disk), γ is the arrival rate at an individual disk and μ is the mean service
rate. We assume there are n disks in the array and that the arrival rate of logical
I/O requests to the disk array as a whole is λ.
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4.1 RAID 0-1

Read Requests. Assuming an efficient RAID controller, a b-block read on
RAID 0-1 can read data from either primary or mirror disks. With b ≥ n, we
thus utilise all n disks of the array (and not n

2 disks) to give better performance
results for medium and large sized requests. However, if b < n only b disks are
utilised at any time. To account for this, we view the system as a b-queue fork-
join queue. The arrival rate at the disks needs to be modified since each request
only arrives at b of the n disks.

Therefore the cdf of the response time distribution for a read on a RAID 0-1
system is: (

W
(
t, λb

n , 1
E[R]+E[S]+E[T1]

))b

if b < n
(

W

(
t, λ, 1

E[R]+E[S]+E[T b
n

]

))n

otherwise

Write Requests. A b-block write must account for each request being written
on both a primary and mirror disks. The corresponding response time cdf is
defined as: (

W
(
t, 2λb

n , 1
E[R]+E[S]+E[T1]

))2b

if 2b < n
(

W

(
t, λ, 1

E[R]+E[S]+E[T 2b
n

]

))n

otherwise

4.2 RAID 5

Read Requests. A read request under RAID 5 is modelled in the same way as
the equivalent read request under RAID 0-1. Note that, since RAID 5 distributes
data (and parity) across all disks, a b ≥ n read request will access all n disks,
despite the stripe size of n − 1 disks. The response time cdf is:

(
W

(
t, λb

n , 1
E[R]+E[S]+E[T1]

))b

if b < n
(

W

(
t, λ, 1

E[R]+E[S]+E[T b
n

]

))n

otherwise

Write Requests. The behaviour of a RAID 5 write depends on the size of the
request, with different methods used to update the parity.

Small Partial Stripe Write If a request consists of b < n−1
2 blocks (i.e. a small

partial stripe write), then parity is calculated using [20]:

new parity = new data ⊕ old data ⊕ old parity

where ⊕ is the exclusive-or (XOR) operator. This is a read-modify-write oper-
ation. Each of the b blocks and parity must be transferred twice, first to read
the old data and parity, then to write the new data and parity. When the old
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data and parity have been read from all disks, a new request will be issued to
write the new data and parity to the same disks. This request is given priority
in the queue, so at least one disk (the last to complete the pre-read) will just
have completed reading a data or parity block that now needs to be re-written.
Therefore we add a full disk rotation into the service time distribution. How-
ever, it is likely that by the time the last disk has completed its pre-read, the
remaining disks will have started servicing the next I/O request in their queues.
These disks will need to re-seek to write the new data and parity. Therefore, we
assume that b disks seek again on the second request, while one disk needs a
complete rotation only.

The request to pre-read will have a mean service time of E[R]+E[S]+E[T1].
The arrival rate at each of b + 1 disks for both requests (i.e. the pre-read and
data transfer operations) is λ(b + 1)/n. Combining both arrival streams, we
approximate the cdf of the response time as:

(
W

(
2t,

2λ(b + 1)

n
,

1
(2b+1)(E[R]+E[S])+Rmax

2(b+1) + E[T1]

))b+1

The mean service time in the above is calculated by averaging the mean
services times of the pre-read and data transfer operations. Thus, the pdfs of
seek time and rotational latency are altered to:

f ′(t) =

{
1

2(b+1) if x = 0
2b+1

2(b+1)f(t) otherwise

where f(t) represents the probability density function of seek time or rotational
latency.

Large Partial Stripe Write. If n−1
2 ≤ b < n − 1 (i.e. a large partial stripe

write), then to minimise disk accesses the parity is calculated by reading only
from the disks that are not being written to. The new parity is calculated by
XOR-ing the data that will be written with the data from the disks that will
remain unchanged. This is a reconstruct-write operation. The first request pre-
reads n − 1 − b blocks of data for the calculation of the new parity. When all
n − 1 − b disks complete their pre-read, a new request is sent to the other b + 1
disks to write the new data and parity. The arrival rate for the pre-read will
be λ(n − 1 − b)/n, and we compute the time to complete this phase as the
slowest of the n − 1 − b queues. The arrival rate of the write request will be
λ(b + 1)/n to b + 1 queues. Both requests will have the same mean service time
of E[R] + E[S] + E[T1]. Averaging the number of queues we are finding the
maximum of (n/2), we approximate the response time cdf of the two requests
required (pre-read and data transfer) as:

(
W

(
2t, λ,

1

E[R] + E[S] + E[T1]

))n/2
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Full Stripe Write. If a request consists of a number of complete stripes (i.e.
b mod (n−1) = 0), no pre-reads are needed to calculate the parity. All the disks
are utilised, with either the new data block or the new parity block written to
each disk. The response time cdf is:

(
W

(
t, λ,

1

E[R] + E[S] + E[T b
n−1

]

))n

Full Stripe Followed by Small Partial Stripe Write. If b > n − 1 and 0 <
b mod (n − 1) < n−1

2 , at least one full stripe write will occur followed by a
small partial stripe write. Let k = � b

n−1� and bmod = b mod (n− 1). We assume
that there are two types of requests to be averaged. The first request involves
k full stripe writes, followed by a parity pre-read to bmod + 1 disks. The second
request writes the new data and parity to bmod + 1 disks. The response time cdf
is then approximated as:

⎛

⎝W

⎛

⎝2t,
λ(n + bmod + 1)

n
,

1
(n+bmod)(E[R]+E[S])+Rmax

n+bmod+1 + E[T k
2 +

bmod+1
n

]

⎞

⎠

⎞

⎠

n+bmod+1
2

Full Stripe Followed by Large Partial Stripe Write. If n−1
2 ≤ b mod (n − 1) <

n − 1, at least one full stripe write will occur followed by a large partial stripe
write. The initial request will be to write k blocks to all disks and then pre-read
an additional block on n − bmod − 1 disks. The second request, issued upon the
completion of the first, writes the new data and parity to the remaining bmod +1
disks. If one of the n − bmod − 1 pre-reading disks complete service last, then
all the disks to be written to will need to seek to write the new data. However,
it is possible that, despite the smaller mean service time, one of the bmod + 1
disks will complete last. This disk will not need to seek or wait for rotation at
all, and will be in position to write the new data immediately. To account for
these possibilities, we assume that bmod +0.5 disks will need to seek again in the
second request. The cdf is:

⎛

⎝W

⎛

⎝2t,
λ(n + bmod + 1)

n
,

1
(n+bmod+0.5)(E[R]+E[S])

2n
+ E[T k+1

2
]

⎞

⎠

⎞

⎠

n+bmod+1
2

5 Validation

To provide confidence in our analytical models, we validate them against device
measurements. Our experimental platform consists of an Infortrend A16F-G2430
RAID system containing 4 Seagate ST3500630NS disks. Each disk has 60801
cylinders. A sector is 512 bytes and we have derived from measurement that the
time to write a single physical sector on the innermost and outermost tracks are
0.012064ms (tmax ) and 0.005976ms (tmin) respectively. The stripe width on the
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array is configured as 128KB, which we define as the block size. Therefore there
are 256 sectors per block. The time for a full disk revolution is 8.33ms. A track
to track seek takes 0.8ms and a full-stroke seek requires 17ms for a read request;
the same measurements are 1ms and 18ms respectively for write requests [21].

To obtain response time measurements, we implemented a benchmarking pro-
gram that issues read and write requests using a master process and a number
of child processes. The master process constructs a list of arrival times according
to a specified distribution (here a negative exponential distribution to conform
to the model assumptions) and then monitors the system clock until the first
generated arrival time occurs. When it does, a child process is spawned which
performs the read/write operation and measures the time taken. This leaves
the master process free to spawn further child processes at the calculated ar-
rival times without the need for it to wait for previously-issued operations to
complete.

Throughout, it was necessary to minimise the effects of buffering and caching
as these are not represented in the model. We therefore disabled the write-back
cache on the RAID system and set the read-ahead buffer to 0KB. Furthermore,
devices are opened with the O_DIRECT flag set. For each of the experiments
presented below, 100 000 requests were issued with an arrival rate of λ = 0.02
requests per millisecond to random logical locations. The resulting cumulative
distribution functions of the response times were calculated using the statistical
package R.

5.1 Data Transfer Model

The data transfer model in Equation (3) can be validated by setting the number
of sectors to write to a large enough number that the seek and rotation time
will be insignificant in comparison to the transfer time. We thus write 100MB
in each transfer to a single ST3500630NS disk connected directly to a separate
test machine. This ensures that any overheads imposed by the RAID controller
are bypassed. We also ensure that no queueing occurs by waiting until a request

Fig. 2. Data transfer time of 100MB requests on a Seagate ST3500630NS disk, com-
pared with analytical model of zoned data transfer time
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Table 1. Response time mean and variance comparison for read and write requests on
RAID 0-1 and RAID 5 (λ = 0.02 requests/ms)

Blocks Mean Mean Variance Variance
measured model measured model

(ms) (ms) (ms2) (ms2)

RAID 0-1 read 2 18.3 20.4 20.3 40.1
write 2 29.0 30.3 164.9 119.8

RAID 5 read 3 22.6 24.2 58.9 66.4
write 1 51.9 48.4 286.2 466.8

2 50.0 50.1 257.9 411.5
3 31.2 30.3 186.3 119.8
4 70.9 69.0 2445.8 975.1
5 65.5 66.3 2256.3 848.0

completes before issuing another. Figure 2 compares the cumulative distribution
function of the analytical data transfer time model with device measurements.
The effects of disk zoning are clearly evident in the measurements, which are a
close match to the analytical model.

5.2 RAID 0-1

Figure 3(a) displays the measured and modelled cdfs for read requests on a four
disk RAID 0-1 system, and Figure 3(b) shows the corresponding cdf for write
requests. We observe good agreement between model and measurement. Table 1
further illustrates the accuracy of the model, comparing mean and variance for
the model and measured results.

(a) 2-block read request (b) 2-block write request

Fig. 3. Cumulative distribution functions of RAID 0-1 I/O request time on a 4 disk
RAID system (λ = 0.02 requests/ms)
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(a) 3-block read request (b) 1-block write request

(c) 2-block write request (d) 3-block write request

(e) 4-block write request (f) 5-block write request

Fig. 4. Cumulative distribution functions of RAID 5 I/O request time on a 4 disk
RAID system (λ = 0.02 requests/ms)

5.3 RAID 5

The analytical model assumes that all writes begin with a full stripe write, or, if
the request is for fewer blocks than a full stripe, then all blocks in the request are
written to the same stripe. Consequently, for the measurements presented here, the
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alignment of I/O request starting locations on the RAID systemwas constrained to
ensure that this assumption held. We note that more general alignments will occur
in practice; extending the model to account for this is part of our future work.

Figure 4 displays the measured and modelled cdfs of I/O request response
time on a four disk RAID 5 system. Figure 4(a) compares the distributions for
3-block read requests. Figure 4(b) is a small partial stripe write and Figure 4(c)
is a large partial stripe write. Figures 4(d), 4(e) and 4(f) are full stripe requests,
full stripes followed by a small partial stripe, and full stripes followed by a large
partial stripe, respectively.

Table 1 compares means and variances in all the above cases, and again we
note good agreement between the measured and modelled results. The slight dis-
crepancies between measured and modelled variances are caused by the model’s
simple abstraction of the array’s behaviour. Specifically, for partial stripe request
sizes, each request will not transfer to all disks in the array in a single request.
To approximate this, the model transfers a fraction of a single block to each disk.
This enables accurate mean response time results, but the variance suffers.

6 Conclusion and Future Work

In this paper we have developed new methods for modelling the performance
of RAID systems. Our analytical queueing models enable, for the first time,
the calculation of an approximation to the response time distribution of I/O
request response time in these systems. These results are validated against device
measurements from a real RAID system, demonstrating the accuracy of the
analytical models.

There are three ways in which we will seek to relax constraints on our model,
making itmore applicable in the context of real I/Oworkloads and systems.Firstly,
caching is not yet supported in our model, and therefore in our measurements all
caching (read-ahead and write-through) was disabled both on the disk and on the
RAID controller. However, we appreciate the important role that caching at both
these levels plays in I/O performance and we will therefore seek to incorporate
it. Secondly, as discussed in Section 5.3, we currently constrain the alignment of
RAID 5 write requests. In the future, we intend to extend the RAID 5 write model
to describe requests that start with a partial stripe, followed by further data. Fi-
nally, we have assumed Markovian arrivals in our model, and have generated re-
quest streams that conform to this assumption for our measurements. We intend
to compare the model response times with response times generated from real I/O
traces. With these constraints removed, we can then extend the model to allow
I/O request streams consisting of mixed request types and sizes. This will involve
converting our analytical model into a multi-class queueing system.
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Abstract. In this paper we analytically derive the sojourn time of a
user accessing an online IPTV recording service. Basically, the system
consists of a server (or server farm) and the bandwidth at which a user
can download recorded files depends on the number of other concurrently
downloading users. In particular, we consider both cases, one in which the
user’s download speed is limited by his own access bandwidth, whereas in
the other case the server is the bottleneck and all downloading users share
the server’s upload capacity. Our model includes user impatience which
depends on the actual download speed. A user may abort his download
attempt if a threshold duration is exceeded. The file size distribution is
obtained by measurements of offered files at an existing server.

1 Introduction

With the recent advancements in access technology for end-users, the Internet is
becoming an attractive medium for distributing large volume contents. This is
one of the reasons that Internet-based Television (IPTV) has gained enormous
popularity as a means of delivering high-quality video images, especially since it
is capable of offering additional interactive features in contrast to conventional
TV, such as chats, rankings, or discussion forums of the shows. Unlike television
programs that are broadcast as terrestrial, cable, or satellite signals, IPTV trans-
mits the video data as stream of IP packets and permits the user to ubiquitously
access his favorite TV show on-demand, whenever, wherever, and on whatever
device (TV, PC, portable player). It is, therefore, not really surprising that a
wide range of new free and commercial services are currently being offered over
the Internet, e.g. YouTube, Joost, or Zattoo which have become extremely pop-
ular. For instance, as of February 2008 the free Japanese service GyaO counted
about 18.3 million registered subscribers [1], of which about 3-4 million are esti-
mated to be active weekly, in spite of the fact that access to the service is only
limited from within Japan.

K. Al-Begain, A. Heindl, and M. Telek (Eds.): ASMTA 2008, LNCS 5055, pp. 158–172, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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As discussed in [2], these previously mentioned IPTV systems differ signifi-
cantly in their network architecture (server-based vs. peer-to-peer), as well as
in their video delivery mechanism. Basically, there are three major categories of
IPTV content distribution methods. First, there is live TV streaming, in which
the current live TV program is packetized and simply streamed as application-
layer multicast to the connected overlay peers, which then share the stream with
other peers. Then, there are Video-on-Demand (VoD) systems that are not re-
stricted to any broadcasting schedules of TV stations, but permit the user to
browse a catalogue of available video files and play the content entirely upon re-
quest. For both solutions, respectively, Zattoo and Joost are two popular services,
both based on peer-to-peer technology. However, as they operate on proprietary
protocols and architectures, an analytical evaluation for such systems can only
be done from the edge of the network by studying the user’s perceived quality
of service (QoS) or quality of experience (QoE).

On the other hand, network-based TV recorders operate basically in the same
way as home hard-disc video recorders with the only difference that the content
is recorded and stored at some remote server in the Internet. An example for such
a service is OnlineTVRecorder (OTR) in Germany [3]. The live TV program is
recorded at the OTR server and registered users can download their previously
programmed shows and later view them offline on a PC or handheld device. We
will describe OTR in more detail in Section 2.

In this paper we extend our previous work in [4] on modeling the perfor-
mance of an OTR video delivery service by means of a Markov model to derive
the stationary sojourn time, which corresponds to the time until a typical user
completes the download of a file. Since the file sizes are very large, the download
duration may take longer than the user is willing to wait. For this reason, we
include the user impatience in our model, where a waiting or downloading user
may leave the system before completing the download. Queuing models with
user impatience can be found in [5,6], however, those models can not be applied
to our system. For further discussion of the existing literature, see [4].

The remainder of this paper is organized as follows. In Section 2, we describe
the basic operation of an OTR server and provide measurements for characteriz-
ing the content offered at the server. This is required to approximate the service
time in our analytical model, which we define in Section 3. Next, we obtain the
stationary sojourn time of a typical customer in Section 4, defined as the time
needed to completely download the desired video file. In Section 5 we numeri-
cally investigate the influence of the system parameters on the sojourn time and
conclude our work in Section 6.

2 Model of the OTR Recording System

The access to OTR is provided by a portal at its main web page [3]. There, a
registered user has the possibility to choose programs he wishes to record from
an electronic program guide (EPG) or can download previously recorded shows.
The recordings can be either downloaded directly from the main server, from
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Fig. 1. Measurements of offered files at an OTR server

user-created mirror sites, or alternatively via P2P file-sharing networks (eMule
or BitTorrent). However, the majority of clients are using the HTTP-based server
download platforms and in this work we will focus on this type of file transfer.
In the following, when we refer to OTR server (or simply server), we treat the
main server and the mirror servers in the same way, since their basic operation
is the same with the only difference that mirror sites usually offer only a subset
of available recordings after a slight delay.

As mentioned above, the recorded files are offered at a server via HTTP
which can be freely accessed over the Internet. In order to safeguard licensing
restrictions and prevent unauthorized access, a user may only download files
that he had previously recorded. For this reason, the content is offered encoded
which can not be played directly, but must be decoded prior to playback. When
requesting a file, the user may begin immediately his download if the server has
available download slots, else he will be put on a waiting queue. OTR also offers
prioritizing certain users who provide donations, but we assume that all users are
treated equal in this paper. Eventually, as over time other users will finish their
downloads and leave the system, the waiting user will commence his download.

We investigated the actual file sizes of video files offered at an OTR server by
measurements,whichweretakeninApril2007consistingof11563randomlyselected
file samples from 19 different TV channels. According to the information provided
by OTR, standard video files are encoded at a resolution of 512 × 384 pixels at a
video bitrate of about 750 kbps and an audio bitrate of 128 kbps [3]. The measured
data contains only standard quality video files and consists of approximately 80%
encoded in DivX format and 20% in Windows Media Video (WMV) format.

Fig. 1(a) shows the probability distribution of the TV show durations in min-
utes. The majority of the files (95%) are discretized in units of 5min. We can
distinguish 4 major categories of TV shows. Most files are short features (e.g.
animation series) of about 30min and shorter files may be for instance news
reports. Another peak can be found between 45-60min, which is the usual dura-
tion of TV dramas or other periodical shows. Movies usually have the duration
between 90-120min and very few larger recordings of special events exist, like
broadcasts of live sports events.
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In this paper, we are more interested in the file size distribution than the
duration of the shows themselves in order to approximate the download time.
Fig. 1(b) shows that the actual file size distribution has a mean of 368.31MB and
standard deviation of 196.82MB. It can be well fitted by an Erlang-distribution
with only small residual mean squared error E2 = 0.0008. We will assume an
exponential file size distribution for the sake of analytical tractability in spite of
its slightly higher residual error, cf. Fig. 1(b), however, the equations developed
here could be extended to the Erlang case, too.

3 Description of the Model

Let us assume an OTR server responsible of managing the demands of a maxi-
mum finite number of N customers. In the following we will describe the model
of the behavior of one of these servers.

We assume first that user requests arrive at the server according to a Poisson
process with parameter λ > 0. When a request arrives and the system has free
download slots, the client immediately proceeds with the download. Then, the
user becomes a downloading client and we also say that the customer is served.

We may further assume that the server has a total fixed upload bandwidth
of capacity C. In our model, the capacities are normalized by C, thus without
loss of generality the normalized server capacity is 1. This bandwidth is equally
shared among a maximum of n� simultaneously downloading clients. If there
were more than n� simultaneous clients, the exceeding customers would wait for
a downloading slot to become free. We refer to those clients as waiting clients.
The total number of downloading and waiting clients at the server is thus in this
particular setting finite (with a maximum number equal to N).

When downloading a file, the access bandwidth of the client may be the
bottleneck, that is R/C, where R is the maximum physical download bandwidth
of the customer and C the real capacity at the server. We assume this bandwidth
R is the same for all customers. Clearly, the condition R/C < 1 must hold.

The average rate at which clients complete their downloads also depends on
the file size. We assume here that the file size is randomly distributed following
an exponential distribution of parameter μ reflecting the measurement results
described in Section 2 and normalized by the system capacity.

While in the system, a client might become impatient and decides to leave the
system after a random amount of time. We assume that the average impatience
duration depends on the speed of the download. That is, when there are less than
n� customers in the system, the impatience duration is distributed according to
an exponential random amount of time with average θ−1

1 . In the other case, i.e.,
there are more than n� customers in the system, the impatience duration for
customers being served remains the same, but the average impatience time for
waiting customers is θ−1

2 < θ−1
1 .

Our objective is to derive the time needed for an arbitrary customer to suc-
cessfully complete the download of a file. We call this the sojourn time of a
customer.
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4 Derivation of the Stationary Sojourn Time Distribution

The changeover point N� reflects whether the user’s access bandwidth or the
server’s capacity is the limiting factor. Let first N� be such that

C

N� − 1
> R and

C

N�
≤ R . (1)

We assume that N� < n�, otherwise the resulting model is trivial.
We are interested in computing the exact sojourn time a customer spends

in the system in order to completely download the entire file. The method we
will apply actually consists of solving a system of differential equations and
is inspired by the work of Sericola et al. in [7] or Masuyama and Takine in
[8]. However, our system is more complex since it integrates impatience and
different service behaviors according to the actual number of customers in the
system. We first derive equations for the remaining sojourn time distribution
of an observed customer, then we establish the stationary distribution of the
number of customers in the system and finally obtain the stationary distribution
of the sojourn time of an arbitrary customer.

4.1 Remaining Sojourn Time

When the system counts less than N� customers, any new customer is served
at an average speed of (R/Cμ)−1. Obviously, in this case the bandwidth is not
shared. However, as soon as the system counts more than N� clients, say nd

clients, the bandwidth of our observed customer shrinks to (μ/nd)−1 on average.
It is important to know exactly when this happens.

It is clear that as soon as our observed customer is in service, i.e. downloading
the file, he will continue until either the file is completely downloaded or the cus-
tomer becomes impatient and leaves the system before completion. Nevertheless,
we still need to take the arriving customers following his arrival into account,
even if they do not directly interfere with our observed customer’s sojourn time,
i.e. if they are waiting customers. Indeed, these waiting customers will eventually
become downloading customers. Accordingly, the service rate will remain at a
level μ/n�, even when a customer in service leaves the system.

Imagine now our customer entering the system counting already more than
n� clients. Our observed customer becomes, thus, a waiting customer. It is then
important to know exactly how many clients were waiting prior to his arrival
in order to exactly determine when his service will start. In the same manner
we also need to record how many clients arrive after his arrival, in order to
determine the subsequent speed of service.

Owing to the necessity to keep track of the actual number of the other clients
in the system and, therefore, to differentiate between the system behavior, we
define the following three different conditional random variables.

For K ∈ {0, 1, . . . , n� − 1}, we define the random variable W (K, 1) as the
remaining time a customer needs in order to completely download the file he
requested, given that there are K customers in service. For K ∈ {n�, . . . , N − 1}
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and N ∈ {n� + 1, . . . , N}, we define the two random variables W (K, 1) and
W (K, 0, N) according to whether our customer is in service or not. The r.v.
W (K, 1) is the remaining sojourn time of the observed customer when the system
counts K customers. The r.v. W (K, 0, N) is the remaining sojourn time of the
observed customer when there are K customers in the system and our observed
client is waiting at position N to be served, i.e. N − n� customers need to leave
the system before our customer starts downloading the file. Note that these
N −n� clients have to be clients in service or waiting customers located in front
of our observed customer in the queue.

We denote by E(x) an exponentially distributed random variable with mean
1/x and formulate the following theorem, considering all possible cases that can
occur.

Theorem 1. For K ∈ {0, . . . , N� − 1}, the remaining sojourn time of a cus-
tomer W (K, 1) in a system that counts K customers is such that:

W (K, 1) =

⎧
⎨

⎩

E(Λ(K)) w.p. μR/C(Λ(K))−1

E(Λ(K)) + W (K − 1, 1) w.p. K(μR/C + θ1)(Λ(K))−1

E(Λ(K)) + W (K + 1, 1) w.p. λ(Λ(K))−1
(2)

where Λ(K) is the exponentially distributed rate at which the next event occurs
that changes the system state:

Λ(K) = (K + 1) (μR/C + θ1) + λ. (3)

When K belongs to {N�, . . . , n� − 1}, we have:

W (K, 1) =

⎧
⎨

⎩

E(Λ(K)) w.p. μ((K + 1)Λ(K))−1

E(Λ(K)) + W (K − 1, 1) w.p. (K/(K + 1)μ + Kθ1) (Λ(K))−1

E(Λ(K)) + W (K + 1, 1) w.p. λ(Λ(K))−1

(4)
where

Λ(K) = μ + (K + 1) θ1 + λ. (5)

When K ∈ {n�, . . . , N−2}, the remaining sojourn time of the observed customer,
assuming he is already in service, is:

W (K, 1) =

⎧
⎨

⎩

E(Λ(K)) w.p. μ(n�Λ(K))−1

E(Λ(K)) + W (K − 1, 1) w.p. (n�−1)/n�μ+(n�−1)θ1+(K+1−n�)θ2
Λ(K)

E(Λ(K)) + W (K + 1, 1) w.p. λ(Λ(K))−1

(6)
where

Λ(K) = μ + n�θ1 + (K + 1− n�) θ2 + λ. (7)

When the observed customer is not in service and assuming he is at position
n� + 1, we have:

W (K, 0, n� + 1) =

⎧
⎨

⎩

E(Λ(K)) + W (K − 1, 1) w.p. (μ + n�θ1)(Λ(K))−1

E(Λ(K)) + W (K − 1, 0, n� + 1) w.p. (K − n�)θ2(Λ(K))−1

E(Λ(K)) + W (K + 1, 0, n� + 1) w.p. λ(Λ(K))−1.
(8)
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In case the observed customer is at position N with N ∈ {n� + 2, . . . , K + 1},
we have:

W (K, 0, N) =

⎧
⎨

⎩

E(Λ(K)) + W (K − 1, 0, N − 1) w.p. μ+n�θ1+(N−(n�+1))θ2
Λ(K)

E(Λ(K)) + W (K − 1, 0, N) w.p. (K + 1−N) θ2(Λ(K))−1

E(Λ(K)) + W (K + 1, 0, N) w.p. λ(Λ(K))−1.
(9)

In both cases described by (8) and (9), the term Λ(K) is used as defined in (7).
When K equals N − 1, the remaining sojourn time of the observed customer,
already in service, is:

W (N−1, 1)=

{
E(Λ(N − 1)) w.p. μ (n�Λ(N − 1))−1

E(Λ(N − 1)) + W (N − 2, 1) w.p. (n�−1)/n�μ+(n�−1)θ1)+(N−n�)θ2
Λ(N−1)

(10)
where

Λ(N − 1) = μ + n�θ1 + (N − n�) θ2. (11)

When the observed customer is not in service, then assuming he is at position
n� + 1, we have:

W (N − 1, 0, n� + 1) =

⎧
⎪⎪⎨

⎪⎪⎩

E(Λ(N − 1)) + W (N − 2, 1)
w.p. (μ + n�θ1)(Λ(N − 1))−1

E(Λ(N − 1)) + W (N − 2, 0, n� + 1)
w.p. (N − (n� + 1)) θ2(Λ(N − 1))−1.

(12)

In case the observed customer is at position N with N ∈ {n� + 2, . . . , N}, we
have:

W (N − 1, 0, N) =

⎧
⎪⎪⎨

⎪⎪⎩

E(Λ(N − 1)) + W (N − 2, 0, N − 1)
w.p. (μ + n�θ1 + (N − (n� + 1)) θ2) (Λ(N − 1))−1

E(Λ(N − 1)) + W (N − 2, 0, N)
w.p. (N −N) θ2(Λ(N − 1))−1.

(13)
where the definition of Λ(K) found in Equation (11) is used in (12) and (13).

Proof. We only establish a formal proof of Equation (8), since the proof for all
other equations can be obtained following a similar argument.

We compute the remaining sojourn time of an observed customer, given that
the observed customer is in a system counting K other clients with K ≥ n�.
Moreover, we assume that our tagged customer’s service has not yet started.
However, as soon as one of the n� clients already in service leaves the system,
our observed customer will begin with his download. We, thus, compute the
remaining sojourn time of our observed customer given that he is at position
n� + 1. In this case, because of the memoryless property of the exponential dis-
tribution, the next event (arrival or departure) takes place after an exponentially
distributed time with parameter Λ(K). We have, as stated in Equation (7):

Λ(K) = μ + n�θ1 + (K + 1− n�) θ2 + λ. (14)



Exact Sojourn Time Distribution in an Online IPTV Recording System 165

Indeed, we may observe one of the n� clients in service, either finishing their
download (at a rate μ/n�), or becoming impatient (at a rate θ1). The remaining
customers including our observed customer, thus, those K + 1 − n� customers
that have not yet started downloading their file, may become impatient at a rate
θ2. Of course, we may still observe the arrival of a new customer at a rate λ.

If the departure of a served customer occurs, then our observed customer will
become served. This happens with the probability (μ + n�θ1) (Λ(K))−1 and cor-
responds to the first case in (8). The second case corresponds to where a waiting
customer becomes impatient, leaving our observed customer still waiting for ser-
vice, but the system counts one customer less. This happens with probability
(K − n�) θ2 (Λ(K))−1. The last case corresponds to the arrival of a new user. ��

Let us remark the following point. Since we are interested in computing the
sojourn time of a customer, defined as the total time needed to download his
desired file, we only consider successfully completed downloads and the event
that our observed customer leaves the system due to impatience is not taken
into account in any of the equations in Theorem 1.

Let W be the remaining sojourn time of a typical customer. We define the
following conditional probabilities. For K ∈ {0, . . . , n� − 1}

R(y |K, 1) = P [W > y |X = K, S = 1]
= P [W (K, 1) > y] ,

(15)

thus, the complementary remaining sojourn time distribution of a customer in
service (S = 1) in a system counting K users (X = K). For K ∈ {n�, . . . , N−1}

R(y |K, 1) = P [W > y |X = K, S = 1]
= P [W (K, 1) > y]

(16)

R(y |K, 0, N) = P [W > y |X = K, S = 0, P = N ]
= P [W (K, 0, N) > y]

(17)

where N ∈ {n� + 1, . . . , K + 1} and P is the position of the observed user in the
queue of waiting users, since S = 0 indicates that our observed customer is not
in service, yet.

We now establish the system of differential equations in the next theorem,
which is given without proof.

Theorem 2. The conditional complementary probability distributions R(y |K, 1)
and R(y |K, 0, N) respect the following differential equations.

If 0 ≤ K < N�:

∂yR (y |K, 1) =− Λ(K)R (y |K, 1) + K (R/Cμ + θ1)R (y |K − 1, 1)
+ λR (y |K + 1, 1) .

(18)
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If N� ≤ K < n�:

∂yR (y |K, 1) =− Λ(K)R (y |K, 1)

+
(

K

K + 1
μ + Kθ1

)
R(y |K − 1, 1) + λR (y |K + 1, 1) .

(19)

If n� ≤ K < N − 1:

∂yR (y |K, 1) =− Λ(K)R (y |K, 1) + λR (y |K + 1, 1)

+
(

n� − 1
n�

μ + (n� − 1) θ1 + (K + 1− n�) θ2

)
R (y |K − 1, 1) .

(20)

∂yR (y |K, 0, n� + 1) =− Λ(K)R (y |K, 0, n� + 1) + (μ + n�θ1)R (y |K − 1, 1)
+ (K − n�) θ2 R (y |K − 1, 0, n� + 1)
+ λR (y |K + 1, 0, n� + 1)

(21)

Moreover, if n� + 1 < N ≤ K + 1:

∂yR (y |K, 0, N) =− Λ(K)R (y |K, 0, N) + λR (y |K + 1, 0, N)
+ (μ + n�θ1 + (N − 1− n�) θ2)R (y |K − 1, 0, N − 1)
+ (K + 1−N) θ2R (y |K − 1, 0, N) .

(22)

Finally, we have

∂yR (y |N − 1, 1) =− Λ (N − 1)R (y |N − 1, 1)

+
(

n� − 1
n�

μ + (n� − 1) θ1 + (N − n�) θ2

)
R (y |N − 2, 1)

(23)

∂yR (y |N − 1, 0, n� + 1) =− Λ (N − 1)R (y |N − 1, 0, n� + 1)
+ (N − 1− n�) θ2R (y |N − 2, 0, n� + 1)
+ (μ + n�θ1)R (y |N − 2, 1)

(24)

and

∂yR (y |N − 1, 0, N) =− Λ (N − 1)R (y |N − 1, 0, N)
+ (N −N) θ2R (y |N − 2, 0, N)
+ (μ + n�θ1 + (N − 1− n�) θ2)R (y |N − 2, 0, N − 1)

(25)

when n� + 1 < N ≤ N .
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For n� ≤ i < N , we define the vectors R(y, i) of size (i−n� +2)×1 as follows:

R(y, i) =

⎛

⎜⎜⎜⎜⎝

R(y | i, 0, n� + 1)
R(y | i, 0, n� + 2)

. . .
R(y | i, 0, i + 1)

R(y | i, 1)

⎞

⎟⎟⎟⎟⎠
. (26)

Accordingly, we define the vector R(y) as composed as follows:

R(y) =

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎝

R(y | 0, 1)
R(y | 1, 1)

R(y |n� − 1, 1)
R(y, n�)

R(y, n� + 1)
. . .

R(y, N − 1)

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎠

(27)

which has the dimension 1
2

(
(n�)2 − (2 N + 1)n� + 3 N + N2

)
.

Theorem 2 can now be written as

∂yR(y) = AR(y) (28)
R(0) = 1, (29)

where 1 is a vector of appropriate size consisting of 1. The matrix A is defined
as composed of the following blocks:

A =

⎛

⎜⎜⎜⎜⎜⎝

C0 A0 0 . . . 0
B1 C1 A1 . . . 0
0 B2 C2 . . . 0
...

...
...

. . .
...

0 0 0 . . . CN−1

⎞

⎟⎟⎟⎟⎟⎠
, (30)

where for 0 ≤ i < n�

Ci = −Λ(i) (31)
Ai = λ (32)

Bi =

{
i (R/Cμ + θ1) if 0 < i < N�

i/ (i + 1)μ + i θ1 if N� ≤ i < n�
(33)

When i belongs to {n�, . . . , N − 1}, we have Ci = −Λ(i)I with I the identity
matrix of appropriate size (i− n� + 2)× (i− n� + 2). We have

Bn� =
(

μ + n�θ1
n�−1

n� μ + (n� − 1) θ1 + θ2

)
(34)

Bn�+1 =

⎛

⎝
θ2 μ + n�θ1

μ + n�θ1 + θ2 0
0 n�−1

n� μ + (n� − 1) θ1 + 2 θ2

⎞

⎠ (35)
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For 2 ≤ i ≤ N − 1 − n� the matrix Bn�+i is of size (i + 2) × (i + 1) and such
that:

Bn�+i(j, j) = (i− (j − 1)) θ2 for 1 ≤ j ≤ i
Bn�+i(j + 1, j) = μ + n� θ1 + j θ2 for 1 ≤ j ≤ i
Bn�+i(1, i + 1) = μ + n� θ1

Bn�+i(i + 2, i + 1) = n�−1
n� μ + (n� − 1) θ1 + (i + 1) θ2,

(36)

and other elements being equal to 0. For 0 ≤ i ≤ (N − 1)− n�, the matrix Ai is
a matrix of size (i + 2)× (i + 3), whose elements are

An�+i(j, j) = λ for 1 ≤ j ≤ i + 1
An�+i(i + 2, i + 3) = λ

(37)

and others elements being equal to 0.
The system of differential equations (28) with initial conditions (29) can be

easily solved and we get:
R(y) = exp(Ay). (38)

4.2 Stationary Distribution of the Number of Users in the System

Our objective is to compute the stationary distribution of the time a customer
needs in order to completely download a file. When a customer enters the system,
he may find the system already occupied with K < N customers. This section
aims at computing the stationary distribution of the number of customers in the
system at the arrival instant of the observed customer. Due to the PASTA prop-
erty, this stationary distribution is simply equal to the stationary distribution
of the number of customers in the system at any time.

Let {X(t); t ∈ R
+} be the Markov process counting the number of customers

in the system. As previously mentioned, the corresponding stationary random
variable is given by X . We denote by the vector π the corresponding stationary
distribution, that is

π(K) = P [X = K] , (39)

with K ∈ {0, . . . , N}. We define Q as the generator associated to the process
{X(t); t ∈ R

+}. The elements of Q are:

Q(i, i + 1) = λ for 0 ≤ i ≤ N − 1
Q(i, i− 1) = i R/Cμ + i θ1 for 1 ≤ i ≤ N�

= μ + i θ1 for N� + 1 ≤ i ≤ n�

= μ + n�θ1 + (i− n�) θ2 for n� + 1 ≤ i ≤ N

(40)

The diagonal elements of Q are such that Q1 = 0, with 0 being a vector consist-
ing of entries 0 and of appropriate size. Other elements of Q are zeros. Clearly,
the process {X(t); t ∈ R

+} is a birth-and-death process. Accordingly, let ρi be

ρi = λ/ ((i + 1)R/Cμ + (i + 1) θ1) for 0 ≤ i < N�

= λ/ (μ + (i + 1) θ1) for N� ≤ i < n�

= λ/ (μ + n� θ1 + (i + 1− n�) θ2) for n� ≤ i < N − 1.
(41)
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We obtain the stationary probabilities for K ∈ {1, . . . , N}

π(K) = π(0)
K−1∏

i=0

ρi with π(0) =

(
1 +

N∑

K=1

K−1∏

i=0

ρi

)−1

. (42)

4.3 Stationary Total Sojourn Time

When a customer enters the system, he may either be immediately served or is
placed last in the queue depending on the current number of customers present
in the system. The complementary total sojourn time distribution of a customer
respects the following equation:

P [W > y] =
n�−1∑

K=0

π(K)R (y |K, 1) +
N−1∑

K=n�

π(K)R (y |K, 0, K + 1) . (43)

For i ∈ {0, . . . , N − 1− n�}, we define the vectors π(i) as:

π(i) = e(i + 2, i + 1)π(n� + i), (44)

where e(i, j) is a row vector of size i full of 0’s except element j which is equal
to 1. Accordingly, we define Π as composed of

Π =
(
π(0) π(1) . . . π(n� − 1) π(n�) . . . π(N − 1)

)
. (45)

Then, using Equation (38), we obtain the complementary distribution of the
user’s sojourn time as

P [W > y] = Π exp(Ay)1. (46)

5 Numerical Evaluation

In this section we will provide some numerical results and briefly discuss the
influence of some of the important parameters on the system behavior. Let us
consider an OTR mirror server site with a total capacity of C = 20 Mbps. Note
that while the analytical model used rates normalized by the server’s capacity,
we give absolute values here, as we are interested in the actual downloading
durations and they are more meaningful for verifying the plausibility of the
results. The average file size μ−1 is 359.87MByte and the maximum download
rate R of all users is 4Mbps as specified by the ITU G.992.2 standard for ADSL
Lite. Since we assume this is a mirror site operated by a private person, it is
reasonable to assume that the maintainer only limits access to a relatively small
number of concurrently served downloads, e.g. n� = 10 and N = 20, due to
the following consideration. Many existing mirror servers indicate the current
queue length and the expected waiting time until a download slot will become
free. In the above scenario, a user at the first position of the waiting queue
would have to wait 20min and at the last (i.e. 10th) position would require
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Fig. 2. Influence of the impatience threshold θ−1
1

a waiting time of 200min. A requesting user who would be facing to wait so
long before service would obviously select a different mirror site beforehand.
As further parameters, if not indicated otherwise, we assume a request arrival
rate of λ = 10−2 requests/s as well as the impatience thresholds of θ−1

1 = 2 h
and θ−1

2 = 1 h for downloading and waiting users, respectively. Furthermore, we
verified the accuracy of our numerical implementation by simulations.

5.1 Influence of Impatience during Downloading

Let us first consider the impatience threshold θ1 and its influence on the sojourn
time of a successful customer as shown in Fig. 2. On the left, in Fig. 2(a), the
CDF of the sojourn time as computed from Equation (46) is shown with different
impatience thresholds for downloading users θ−1

1 . Darker lines represent smaller
values of θ−1

1 . Obviously, the sojourn time increases when the patience threshold
increases. This can be explained by the fact that when θ−1

1 is small, only small
files are actually downloaded and users downloading larger files will have a large
tendency to abort their attempts, so on average the sojourn time in the system
will be small. This is also suggested when we look at the steady state distribution
of the number of users in the system, see Fig. 2(b). For all considered values,
in particular when θ−1

1 is small, the probability of finding an empty system
upon arrival, i.e. π(0), is greater than zero. A larger θ−1

1 shifts the weight of the
distribution toward a larger number of customers. In the case of θ−1

1 = 3600 s
we can see that π(N ) > 0, leading to blocking of potentially new arrivals.

5.2 Influence of Impatience during Waiting

We now investigate the influence of the impatience threshold of waiting users
θ2 on the sojourn time. The numerical results are shown in Fig. 3. Note that in
contrast to Fig. 2(a) the left figure (Fig. 3(a)) now shows the complementary
CDF of the sojourn time. It is remarkable that the probabilities P [W > 0] may
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be less than 1, if the waiting impatience time θ−1
2 is large. Again, we can interpret

this result better by looking at the corresponding distributions of customers as
shown in Fig. 3(b). When θ−1

2 = 300 s the system is already serving n� customers
and there are on average 3 waiting users in the queue, indicated by the highest
probabilities π(i) for i ∈ {12, 13, 14}. However, since the impatience time is
small, queued users quickly leave the system again. On the other hand for larger
impatience values of θ−1

2 , especially when θ−1
2 > 900 s, users wait longer in the

queue and the probability is very large to find the system fully occupied. Note
that P [W = 0] = P [X = N ], i.e., the probability that the sojourn time is zero
is equal to the probability that there are N customers in the system.

5.3 Influence of the Number of Available Download Slots

Finally, we investigate how the number of available download slots affects the
sojourn time. We now look at a slightly different scenario, with λ = 1/80 s−1,
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N = 42 and for values of n� = 5, 10, 20, 40 to emphasize the effect. Although
the curves for the CDF of the sojourn time do not intersect at the same point,
cf. Fig. 4(a), the intersection point y′ for any two curves lies in a small range
between 1600 s and 1700 s. With larger n� the download bandwidth decreases
and together with a higher patience while downloading than while waiting, the
probability for sojourn times y > y′ beyond this intersection point increase with
n�. The CDF of the sojourn time displays a similar behavior with blocking for
large n� as already observed for θ2. Note that a value of n� = 40 and N = 42
means that the maximum waiting queue length is 2.

6 Conclusion

In this paper we analytically derived the sojourn time of an arbitrary user, who
successfully completes downloading a file from an IPTV server. Since the data
volume of the requested file is very large, it is necessary to also take the user
behavior in terms of his impatience into account, as this is a phenomenon fre-
quently observed in actual systems. We investigated the effects of the impatience
thresholds of waiting and downloading users, as well as the number of available
downloading slots. Further numerical evaluations that we performed, e.g. the
impact of the arrival rate λ, were also studied, but left out of this paper due to
lack of space. In the future, we wish to perform a more detailed evaluation of the
influencing parameters and extend the model to consider a more accurate file
size distribution as well as heterogeneous users with different access bandwidths.
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Abstract. This paper investigates from a practical point of view the
applicability and the limits of a simple Central-Server-Model for perfor-
mance modeling. To model the prolific webserver at the University of
Applied Sciences in Kempten the study uses a Central-Server-Queuing-
Theory-Model consisting of a single CPU server/queue and a single Disk
server/queue. First the webserver is monitored and the model is cali-
brated using real data. Then performance is predicted using the model
and the outcomes are compared to reality. In addition the model is val-
idated analyzing the calculated and the measured response times with
the aid of replaying a sequence of requests. A key point the paper deals
with, is the question which and how much information gets lost using
such a simple model.

1 Introduction

Building models from real world computer systems is never an easy task. On the
one hand you must have the knowledge of fundamental modeling techniques and
on the other hand you must be capable to use them in a promising way. One
essential problem is the level of detail you should consider in your models. If the
architecture of your model is too simple, the results you will achieve are not very
realistic and mostly the model is good for nothing. But if you take every single
element of the real world system into consideration, your model gets extremely
complex and you have to put a high effort into solving it. This was and is a key
problem through all times in modeling. As described in [1] as a conclusion you
must trade off between the complexity of the model and the results you can get,
i.e. you need from it.

Most modeling studies start with a straightforward, so called product form
analytical model of a system. Attractive values from such models can be cal-
culated relatively effortless. There exist algebraic methods which allow deriving
basic results like utilizations, throughput, waiting and response times. To make
analytical modeling more reliable and flexible several extensions have been devel-
oped for various systems, e.g. different arrival processes and queuing algorithms
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or multiclass techniques [2]. If a model could not be solved with analytical meth-
ods, according to circumstances it could be an alternative to map the system
on a Markov Chain, building up state spaces [3]. Unfortunately, with increasing
facets in the model, the number of possible states grows extremely fast and the
upper limit for Markov models comes with a so called state space explosion. For
highly detailed and therefore complicated or in any other way special models
the only back door is a simulation study. The most applied kind of simulation is
the discrete event simulation. Constructing such simulation models is a tedious
task, executing, i.e. solving them is even more time-consuming. In addition to
the long execution times of various simulation runs, another drawback is that
they don’t provide an exact solution. The outcome of a simulation model is one
possible result for a particular scenario.

As a consequence it seems worth, in contrast to papers like [1], to change
the angle of view and in place of varying a model, to have a closer look on
the possibilities and limitations of a very simple model from a practical point
of view. Perhaps it is possible to apply the economic Pareto-Principal [4] on
computer systems models, too, i.e. with twenty percent modeling effort eighty
percent modeling success could be achieved. Thus we do a case study with the
webserver of the University of Applied Sciences Kempten.

Fig. 1. Open Network Queuing Model of the webserver

According to this chaste open queuing network in Fig. 1 we are mainly inter-
ested in fundamental question like utilizations of CPU and disk subsystem un-
der different load scenarios, throughputs and the corresponding response times.
Therefore we monitor the server for one week and collect lots of data. Analyzing
the gathered information, we can parameterize our model and use it for predic-
tion purposes. To be able to validate the model and judge about it, we conduct
some experiments with a load generator. Varying the load applied on the server
should lead to deeper insights concerning the quality of the Central-Server-Model
in our case study and comparable modeling situations.

Solving the model, i.e. calculating measures like waiting queue lengths or
response times is done by using the popular Mean Value Analysis (MVA) [2].
The MVA is a time averaged method whose calculations are based on the average
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state, quasi steady-state of a system. Therefore it is often used in association with
closed product-form networks, but there also exist variations for open queuing
networks and several extensions, e.g. Priority-Scheduling. There is no need to
build up a complete state space as usual for Markov-Models, calculations are
done by an algorithm consisting of fundamental laws like Little’s Law. For closed
product-form models results are achieved from an recursive algorithm based on
the Arrival Theorem which states that the performance measures of a system
with N customers can be conducted from the values of the system for N − 1
customers. For open product-form models an appropriate adaption exists [2]. In
this context a central measure is the Service-Demand, i.e. the mean time period
a request needs to be serviced by a server. In practice you need the system
throughput (X0) and utilization values from each server (Ui) to calculate the
demands (Di) as follows:

Di =
Ui

X0
(1)

2 Monitoring the Webserver

Before we start to analyze any data or investigate our model, we want to provide
some information concerning the webserver and the monitoring process first.
These are the basic parameters of the webserver:

– 1 Processor PIII 866MHz
– 512MB RAM
– External Easy-RAID-System, connected through SCSI (RAID-Level 5, Ca-

pacity: 205GB), divided into 3 partitions:
• Swap, sda1
• Root (/), sda2
• Home (/home), sda3, (contains et al. webpages)

– 100MBit/s network connection
– Operating system: SuSE-Linux 9.0
– Webserver: Apache 1.3 (incl. modules for Perl and PHP)

Data logging takes place in the period from Fri. 01.12.06, 00:00h inclusively until
Fri. 08.12.06, 00:00h exclusively. Statistics about the attended requests, which
provide a basis for the arrival rate, i.e. the throughput at the server and therefore
at our model, comes from the Apache Logfile [5]. For an overview of the CPU
and Disk Utilization the iostat tool is used [6]. Every minute an averaged value
is written to a logfile on the root partition. If nothing contrary is mentioned all
figures and diagrams are based on minute-by-minute averaged values.

3 Examination of the Webserver-Requests

During our monitoring period 368701 requests were applied to the Apache. This
means a daily average of 52672 queries, respectively one request every 0.6 sec-
onds. All in all 5296 different IP Addresses can be found in the logfiles, leading
to an estimation of 69.9 queries from each single client.
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Fig. 2. Webserverrequests over time

On weekdays you become aware of a steep rising edge every morning, which
culminates in the maximum utilization of the day in the period from about
10:00h to 12:00h. Sometimes you notice interim lower rates between 12:00h
and 13:00h. At 15:00h the number of requests decreases comparatively flatly
until 01:00h. From then on only few queries are recognized and from 03:30h to
06:30h the server experiences the period with the lowest request rate.

The increasing and decreasing phases are shaped fairly identically on the
weekend. In opposite to the working days there are less requests and the duration
of the period with higher request rates is longer and the maximum can be found
at ca. 15:00h.

As the MVA-Algorithm uses assumptions of averaged values, i.e. it is intended
for quite constant load, facing our intention to solve the Central-Server-Modelwith
it, these heavily varying arrival rates are suboptimal. Having a closer look on the
queries, you can find a bursty structure with alternating periods of many and few
requests caused by the behavior of the users. They usually surf to a special site and
therefore request themainpagewithall embeddedelements.After this a shortbreak
for looking and reading comesupand then the cycle starts again fromthebeginning.

Otherwise, unless you are modeling each singular request, a model will always
use some aggregates and mean values according to its level of detail. In the end
you must decide by means of your modeling goals and the heterogeneity of the
load which level of averaged values is acceptable. Because it is not always an
easy task to find adequate demands for different classes, we assume that only
one averaged class should be used in our model. For this we want to have a look
on the utilization of the server now.

4 Examination of the Utilization

Investigating the utilization of the webserver means primarily studying the con-
sumption of the resource CPU. The mean load is amounting to 2.54%. The
distribution over time is shown in Fig. 3.
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Fig. 3. CPU-Utilization over time

As we expected, the progression of the utilization curve follows the corre-
sponding line of the requests. Obviously these two measures are highly corre-
lated. Furthermore the amplitude of the utilization is directly influenced by the
amount of queries processed by the webserver and reaches during busy periods
10% to 20%. Nevertheless there seem to be some special effects.

The maximum of 65% utilization comes up every evening at 18:00 h. It results
from the backup process which creates a tar-archive of the complete homepage
and the database for writing out on a tape. Likewise you find a peak every night
at 04:15 h which is caused by the cron.daily cronjob of the operating system.
At this time the system logs (warn and message) are rotated and compressed.
In addition some administration tasks on the packet and manpage databases
are done. The third thing to be curious about is the peak on Monday, 04.12.06
at 00:00 h. Its source is the index updating process of the homepage’s internal
search function realized by Perlfect Search [7].

Apart from the CPU the disk subsystem is worth to be analyzed, too. On
the one hand all information delivered to the users is stored on the hard disks
and on the other hand the log writes from the Apache are stored on the disks.
Furthermore operations on the disks are considered relatively time consuming
for a computer system visible in average access times of about 10ms. Figure 4
presents the utilization of the different partitions.

According to the explanations in the CPU section you see the maximum values
every evening at 18:00 h from the backup process. During this task the demand
on the root partition is very poor, but on the home partition arise peaks with
about 8%. Updating the search index causes also a notable value. Root is more
challenged by the cron.daily cronjob which leads to ca. 2% utilization. On the
average the utilization of the whole disk subsystem is amounting to 0.05%.

It is quite evident that there are many special tasks demanding resources at
different levels and varying times on the server. These will cause another gap to
our model. If you build up a model you are usually interested in the capability of
the offered service, which means for example the maximum number of concurrent
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Fig. 4. Disk-Utilization over time

users during normal operation. For a simple model you can’t regard such sporadic
administrative tasks and in the majority of cases it is not necessary because on
the one hand these batch jobs are executed in periods of low utilization and on
the other hand the duration of these jobs is mostly very short. In the end it will
be your decision what you want to model and if you have to take a special effect
into consideration.

If you want to see curves corresponding to the requests applied to the server,
because of the small values you have to scale up the y-axis. In Fig. 5 sporadic
peaks can be found which belong to activities on the swap space. This gives the
impression that the rather poor 512MB RAM of the server seem to be enough
for stable operating. All other activities are equally distributed to the root and
the home partition.

Fig. 5. Disk-Utilization scaled up



An Empirical Case-Study of a Central-Server-Model on System Performance 179

5 Parametrizing and Solving the Model

As mentioned above we want to solve our Central-Server-Model by using the
MVA-Algorithm. Therefore we need demands for the CPU-Server and the Disk-
Server in the model. These are calculated by the quotient of the utilization of the
respective device and the system throughput. Because of the heavily alternating
arrival rate, determining suitable, i.e. representative averaged values in the mon-
itored data isn’t an easy task. To avoid the influence of noise it is a good idea to
choose an interval with intensive utilization. Furthermore the additional demand
caused by the monitoring with iostat carries less weight during a busy period.
Due to our plan to use one single average class in the model, it is advisable to
pick not a too short period in the monitored data, to cover all essential effects.

Fig. 6. CPU-Demand over time

Based on the results of the sections 3 and 4 you can see in Fig. 6 how the
CPU-Demand evolves over time. Every time special tasks are active, like backup
or cron-job, tall peaks occur, which we don’t want to model. The same behavior
can be found in the disk diagram. Both demand curves show considerable fluc-
tuating during periods with low arrival rates, which should be discarded for the
estimation of a demand. Fortunately during busy periods the demands remain
on a constant level. This makes hope for useful outcomes from our single class
model. After taking everything into consideration we decide to use the acquired
data in the interval from Tuesday, 05.12.06 from 10:00h inclusively to 12:00h
exclusively and we obtain the values from Table 1.

Based on the results of our calibration interval we decide to check the qual-
ity of the model against measured values. Therefore we apply our model with
the demands calculated above to the minute-by-minute averaged arrival rates
recorded by the Apache-Log.

In Fig. 7 we illustrated the difference between the measured utilization and
the one calculated by the model. As you can see, one time the model outperforms
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Table 1. Performance measures of the webserver

arrival rate (λ)

system throughput (X0)
14572
7200 = 2.0239 s−1

averaged utilizations (Ui)

CPU 7.75 %
Disk 0.02 %

averaged demands (Di)

CPU 0.0383 s
Disk 1.14E−4 s

mean queue length (Qi)

CPU 0.08401
Disk 0.0002

mean residence times (Ri)

CPU 41.5 ms
Disk 0.1 ms

response time 41.6 ms

Fig. 7. Difference from computed to real Utilization of CPU and Disk

and one time it underperforms reality. Of course there are big errors during the
special tasks mentioned above, like the backup process. All in all the utiliza-
tions predicted by the model are too small. For the CPU we calculate a small
error of 7.9% and for the disk subsystem an error of 86.4%. However the re-
markable aberration for the disks is mainly caused by the small values which on
the one hand suffer from a limited accuracy of measurement and on the other
hand are influenced by our logging activities which account for some third-party
utilization.

Unfortunately the processing time for a request measured by the Apache in
seconds is too imprecise for a comparison with the model’s results. The imple-
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mentation of this feature is more useful in conjunction with Apache 2, which
allows measuring processing times in microseconds [8]. Therefore we can not
validate our model the usual way using this performance measure. However we
are able to compute response times according to the measured arrival rates.
Our model states that on average it takes 0.032927 s CPU-Time and 0.000114s
Disk-Time to answer an ordinary request.

6 Testing with Httperf

Alternatively to the Apache-Log we want to use the load generator httperf to
validate our model because it is able to produces some response time statistics
[9]. Under various rates we want to replay the sequence of requests logged in
the already selected two hour interval in different experiments, each starting
by night at 04:30h to avoid additional requests from real users. One the one
hand this gives us the chance to verify diverse modeling assumptions against
the real world, like proportionality between the arrival rate and the utilization,
and on the other hand we become capable to check our model by comparing the
measured results with the theoretical outcomes of our model. Because synthetic
load is produced we have the power to control and influence the experiments
in a promising manner, e.g. in one test we apply only requests for static sites
to the server to see the impact of dynamic generated content on the server
utilization.

Figure 8 shows the infrastructure we used for the tests. From two Linux-
PCs (Pentium IV, 2.4GHz, 512MB RAM, httperf-0.8) in a subnet we drive
the subsequent httperf -experiments of Table 2 through a Novell router into the
backbone of the university network and apply requests on the webserver.

Table 2. With httperf conducted experiments

No. Client time number of
requests

option

V1 Test-PC2 Sat. 04:30 h 14572 rate=2

V2 Test-PC1 Sun. 04:30 h 14572 rate=4

V3 Test-PC2 Mon. 04:30 h 29144 rate=8

V4 Test-PC2 Tue. 04:30 h 29144 rate=16

V5 Test-PC1 Wed. 04:30 h 29144 rate=16
(noatime)

V6 Test-PC1
Test-PC2

Thu. 04:30 h
Thu. 04:30 h

14572
14572

rate=14
rate=14

V7 Test-PC1 Fri. 04:30 h 28076 rate=8
(static)
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Fig. 8. Testing Infrastructure

7 Test Results

As anticipated, at the beginning of each experiment the rising number of requests
per minute causes an increasing CPU-utilization. Likewise at the end of the
test the utilization shrinks with the arrival rate. A short start-up period at the
beginning leads to a moderate fluctuating utilization. Small aberrations from
the with httperf projected requests per minute come from the queries of other
users or roboters (spiders).

A comparison between the average CPU-Utilizations measured in the sev-
eral tests is pretty close to theory. Doubling the arrival rate causes doubling
utilization values, with the exception of early full utilization at a rate of 28.
Nevertheless it’s justified to describe the CPU as a load independent server.

A conspicuous fact is that the utilization from the original requests is a little
bigger than the reproduced load. This effect can be explained with the bursty
character of http-requests against the absolutely uniform applied queries with
httperf. To serve a big number of concurrent calls the Apache has higher costs
to spawn new child processes and handle them. Having a look on the amount of
different PIDs in the Apache-Log backs this assumption.

As noticed in [10] with every single request the access time in the inodes of
the corresponding files is updated. Deactivating this feature by mounting the
partition with the option noatime [11] seems to have no noticeable influence on
the CPU (V4, V5), whereas the effort to serve requests for static sites decreases
from ca. 26% to about 2%. Because of this huge discrepancy we can ascertain
that the fraction of script sites requested from the webserver in normal operation
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Fig. 9. Comparison of the average CPU-Utilizations

must be nearly constant. Otherwise we would have noticed remarkable fluctua-
tions for the utilizations and demands. To reduce the gap from the model to the
real world system it might be a good idea to introduce a second class for dynamic
generated content by using the test results to determine adequate demands.

Monitoring the disk it is worth to note that the utilization slightly decreases
during the experiment. This can be traced back to the recurrence of some re-
quests in conjunction with buffering effects. With a subsequent replay of the
same experiment we can prove that the utilization tends towards zero.

Figure 10 shows that the utilization of the disks rises with an increasing
arrival rate, too. Although both the root and the home partition get busier, a
proportional effect can’t be stated. The growth is too small. Hence you can say
that the disk subsystem is not a perfect load independent server as stated by
the Central-Server-Model.

Fig. 10. Comparison of the average Disk-Utilizations
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The advantage of turning off the access time updates is insignificant for our
RAID system (V4, V5). In contrast to the CPU, a distinction between ordinary
static files and dynamic generated content is not necessary. The demands for the
disks are nearly equal. Examining the read and write requests on each partition,
you get an adequate result. Whilst the swap space isn’t accessed in any exper-
iment, the augmentation of the requests applied to root and home is marginal.
As observed for the original monitoring interval the tests require only few reads,
which leads to the assumption that most content of the websites is cached in
memory. Writes account for the bigger part of transactions and can be deduced
from logging activities.

Taking the kilobytes per second written into consideration, it becomes obvious
that the data volume increases in the manner of the arrival rate. This leads to
the conclusion that there must be implemented an optimizing technique. If you
examine the read and write requests on the various partitions over time, both,
the writes on the root and on the home partition show patterns suggesting a
buffering mechanism. In other words instead of delivering every single write
request to the disks, several writes are accumulated and submitted to the RAID
as one job.

Because of the low utilization we obtain for the disk subsystem, the assump-
tion of a load independent server isn’t a disaster, but at this point our model
represents the real world imperfectly. However, due to the low utilization these
results might be taken with a pinch of salt with regard to errors in measurements.

8 Httperf-Tests Modeling Results

Due to the with httperf conducted experiments we are able to use the results
of the different experiments to reparameterize the Central-Server-Model and
to compute such fundamental indicators like the response time. This way it is
possible to compare the coherence of the various tests and check them against
the measured response times of httperf. Furthermore we obtain some reference
values for our original model which allows drawing additional conclusions about
its quality. Let us first have a look on the individual utilizations, throughputs
and demands by means of Table 3.

Aspiring computed response times we need appropriate values for calculating
the demands of the CPU-Server and the Disk-Server. To achieve comparable
results we do two things. First we use only the first cycle of the requests from
experiments which apply each query twice. Second we drop about 25% of the
measured data from the beginning of each test to eliminate the start-up period,
because the original monitoring doesn’t show any start-up period of course. The
complete throughput of the systems is made up of the requests send by httperf
in addition with the ones from spiders and other users.

Having a look at Fig. 11 you can see, apart from the bigger original demand,
which we have already drawn back on the burstiness of the requests, as expected
for a load independent server, we achieve a nearly perfect result: all other de-
mands reach the same level with no regard to the applied arrival rate. The low
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Table 3. Performance measures from the various tests

No. UCPU [%] UDisk [%] X0[
Req.

s ] DCPU [s] DDisk [s]

Original 7.75 0.02 2.0239 0.0383 1.14E−4

V1 6.50 0.02 2.0136 0.0323 1.13E−4

V2 13.10 0.03 4.0250 0.0325 8.26E−5

V3 25.76 0.04 8.0324 0.0321 5.13E−5

V4 50.33 0.05 16.0159 0.0314 3.12E−5

V5 50.47 0.05 16.0977 0.0315 3.01E−5

V6 99.47 0.06 27.7262 0.0355 2.26E−5

V7 2.17 0.04 8.0043 0.0027 4.88E−5

Fig. 11. Comparison of the computed demands, Original and different tests

demand from test V7 isn’t contradictory to the rest because it represents only
queries for static sites. It is only listed to illustrate the difference to the exper-
iments with dynamic content generation. To forecast the influence of changes
in the constitution of the processed requests, introducing a second class will be
indispensable.

For the RAID system we obtain an antithetic picture. According to the observed
utilization values the demands decrease with increasing system throughput. But
facing the small values, the impact on the overall outcomes will be insignificant.

Now we are able to compare the response times measured by httperf for the
various experiments to the calculated response times from the demands of the
individual test. With no doubt we can state by means of Fig. 12 that in each
experiment the real response time is bigger than the calculated one. In addition
to this, the difference between the two values grows with an increasing arrival
rate. The contrary result of V6 should be accepted with caution because at full
load you can assume that the real webserver drops some requests leading to a
shorter response time compared to the calculated value.
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Fig. 12. Comparison between with MVA calculated and with httperf measured
response-times

One evident reason for the gap between measured and calculated response
times is given by the network infrastructure. The measurements of httperf in-
clude the times required to transport the data packets on the network from
the Test-PCs to the server and vice versa. This information is neglected by our
model. Covering network delays is a special modeling problem which can’t be
matched easily due to the huge diversity of network infrastructures between a
server and its users [12].

Therefore problems arise from the limited view of our model concerning the
choice of servers being taken into consideration. For a service like http, which
consists in large parts of network activities, it would make sense to include for
example an extra server for the network interface, e.g. the network channels,
to cover other elementary components producing delays [12]. Summing up the
results of our response time comparison we get a relative error between the
calculated and the measured response time from about 14% to 27%.

9 Conclusion

Starting with the probably most popular analytical queuing network model for
computer systems, the single class Central-Server-Model consisting of one server
for the CPU and one for the disks, we investigated the practical applicability of
such a simple model by the means of a case study of the prolific webserver at the
University of Applied Sciences in Kempten. During the whole modeling process
we repeatedly challenged the model to discover gaps between the model and the
real world system. This task was supported by carrying out several experiments.

It is a good idea to begin a modeling task of a webserver with a short look at
the filetypes stored on the server. This way you will became aware of content with
wide varying demands from the early beginning. In our example we observed at
the CPU-Utilization a possible error from pure static files to a normal mix with
dynamic content by a factor of about 12, leading to a response time lasting three
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times longer. Besides files with very different size could also be a reason for using
more than one average class for all requests.

Furthermore the model in conjunction with the MVA-Algorithm assumes a
steady load on the server. The bursty behavior of http requests is at best modeled
indirectly taking the bigger utilization into consideration. Special tasks like a
backup process can hardly be covered by the analytic model. This means that
the model can only handle long time average situations. Having a close look on
very short periods is not possible. In one of our experiments we observed ca.
1.25% higher CPU-Utilization.

Especially for a server system whose service is mainly based on network con-
nections, the two servers in the model limit its capabilities. Facing the low uti-
lization of the webserver’s disks, the network channels suggest themselves to
cause an even bigger delay. Due to our tests we estimate the proportion of the
network form 14% to 27%. Besides the RAID system turned out not to be a
load independent server, against the assumption of the model.

To come to conclusion our simple Central-Server-Model has the ability to
imitate the webserver from low to medium arrival rates pretty precise. For higher
loads the discrepancy to the real world increases. Taking into consideration the
hardly assessable network delays between server and user even such noticeable
aberrations could be tolerated. In the end you could recommend using a simple
Central-Server-Model to nearly every modeler to get a rough feeling for the
performance of a server. If it turns out to be sufficient depends on the one hand
on the main properties of the server, e.g. the stability of the load, and on the
other hand of the modeling goal, i.e. what questions meant to be answered by
the model. Otherwise you have to improve your model meeting the challenge of
increasing complexity.
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Abstract. Ad hoc network routing protocols may fail to operate in the
absence of an end-to-end connection from source to destination. This
deficiency can be resolved by so-called delay-tolerant networking which
exploits the mobility of the nodes by letting them operate as relays ac-
cording to the store-carry-and-forward paradigm.

In this work, we analyze the delay performance of a small mobile ad
hoc network by considering a tandem queueing system. We present an
exact packet-level analysis by applying ideas from the polling literature.
Due to the state-space expansion, this analysis cannot efficiently be ap-
plied for all model parameter settings. For this reason, an analytical ap-
proximation is constructed and its excellent performance has extensively
been validated. Numerical results on the mean end-to-end delay show
that the switch-over time distribution impacts this metric only through
its first two moments. Finally, we study delay optimization under power
control.

Keywords: Tandem queueing model, Ad hoc networks, Delay-tolerant
networking, Autonomous server, Performance analysis.

1 Introduction

End-to-end connectivity is not a natural property of ad hoc networks. For in-
stance, nodes may vary their transmission power, nodes may move, nodes may
enter the sleep mode, or nodes may suffer from hardware failures. As a result,
the network structure changes dynamically and this may lead to undesired situa-
tions of nodes becoming disconnected from parts of the network. The traditional
store-and-forward routing protocols cannot be employed in highly disconnected
ad hoc networks. A solution for this problem is to exploit the mobility of nodes
present in the network. Such an approach has been proposed in the pioneering
paper of Grossglauser and Tse [1] as an alternative to the store-and-forward
paradigm and it is now known as the store-carry-and-forward paradigm in the
context of delay-tolerant networking (DTN) [2]. In DTN, the incurred delay to
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send data between nodes can be very large and unpredictable due to the dis-
connection problem. Applications of such can be found in, e.g., disaster relief
networks, rural networking, environmental monitoring networks, vehicular net-
works, and interplanetary networks.

An important aspect of DTN is the so-called contact opportunity between
nodes. Two nodes are said to be in contact if they are within transmission range
of one another and thus packet exchange between them is possible. The duration
of a contact impacts the performance under such a networking approach. Another
key factor for the performance is the inter-contact time, which is defined as the
time duration between two consecutive contacts of node pairs. The inter-contact
time mainly depends on the mobility of the nodes.

We will analyze the performance of DTN by taking into account, unlike [3,4,5],
that the transmission of packets may fail due to the short contact time and a
retransmission is required. Also, we assume that a source node generates a stream
of packet arrivals instead of only one packet, as in [5,6,7]. In addition, we are
interested in a more practical case of small, finite-size networks, rather than in
asymptotic cases (see, e.g., [1,7]). As a primary step towards understanding such
networks, we study a model comprising a fixed source and destination node, and
a single mobile node operating as a relaying device. Although it is a small model,
it contains the main characteristics of a DTN and it is already non-trivial from
an analytical perspective. Moreover, we emphasize that the analysis carried out
in this paper can readily be extended to model, e.g., multiple relay nodes with
single-copy packet approach [8], h-hop (h ≥ 2) relay routing schemes, or mobile
source and destination nodes.

The network model of our interest is reminiscent of a two-queue tandem model
with a single alternating server. Such a tandem model has been analyzed under
various servicing strategies (see, e.g., [9]). Typically, these strategies are based
on the assumption that the server can be controlled. However, in the mobility-
driven model of our interest, the server is autonomous and there is no possibility
to control its movement. The research efforts on models with time-limited ser-
vice periods are also closely related to our work. In a two-queue setting, [10]
analyzes the model via boundary value techniques. Unfortunately, the analysis
along these lines for more than two queues appears intractable. Time-limited ser-
vice models have also been studied in the context of polling systems (see, e.g.,
[11,12]). However, also in these models, there exists a notion of server control,
since it is assumed that whenever a queue becomes empty the server moves to
another queue.

Our main interest is in the end-to-end delay in the network described above.
We study this network at the packet level by considering the two-queue tandem
model as a particular kind of polling system with customer routing. Specifically,
it is a time-limited polling system extended with the feature that the server re-
mains at a queue even if it becomes empty. We perform an exact analysis for
this system by extending the techniques developed in [12] and [13]. Due to the
state-space expansion, the computation time of the joint queue-length probabili-
ties may grow large for certain model parameters. Therefore, as a complementary
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tool, we present an analytical approximation for the case that the service require-
ments at each queue are exponential. The queue-length process at the second
queue is then analyzed in isolation as a workload process with Poisson batch
arrivals. The key element is to approximate the batch size distribution as closely
as possible. Numerical experiments show the excellent performance of the ap-
proximation for a broad range of parameter settings. These experiments further
show that the mean sojourn time is insensitive to third and higher moments of
the switch-over times. Finally, several guidelines are given for delay optimization
by power control.

The rest of the paper is organized as follows. Section 2 gives the model descrip-
tion, discusses the stability, and presents exact results for the sojourn time in the
source node and the mobile node. Section 3 proposes and analyzes an approxi-
mation for the sojourn time in the mobile queue. In Section 4, we numerically
validate the accuracy of the approximation and present additional results which
give insight in the delay of the network. Section 5 concludes the paper.

2 Model and Exact Results

2.1 Model

We consider a tandem model consisting of 3 first-in-first-out (FIFO) systems
with unlimited queue, Qi, i = 1, 2, 3, in which customers arrive to Q1 and sub-
sequently require service at Q2 before reaching their destination at Q3. The
special feature of the model is that Q2 alternates between positions L1 and L2

such that customers at Q1 are served only when Q2 is at L1 and customers at
Q2 are served only when Q2 is at L2. In addition, Q2 incurs a switching time
from Li to Lj (i �= j, i, j ∈ {1, 2}) during which the server at neither Q1 nor Q2

is available. Q3 is a sink and will not be included in our analysis.
Given a random variable (rv) X , X(t) will denote its distribution function,

X̃(s) its Laplace-Stieltjes Transform (LST). Customers arrive to Q1 according to
a Poisson process with arrival rate λ. The service requirement Si at Qi has gen-
eral distribution Si(·) and mean 1/βi. We assume that the service requirements
are independent and identically distributed (iid) rvs.

Movement of Q2 is autonomous. Q2 remains at location L1 (resp. L2) a (ran-
dom) time of duration XL1

n (resp. XL2
n ) before it migrates to L2 (resp. L1)

during its n-th visit. After the n-th visit to L1, Q2 incurs a switch-over time
C1,2

n from L1 to L2, and similarly a switch-over time C2,1
n after the n-th visit

to L2. We assume that C1,2
n (C2,1

n ) is an iid sequence with general distribution
C1,2(·) (

C2,1(·)) and mean c1,2 (c2,1). Thus, the location of Q2 is driven by
an underlying continuous-time, discrete-state, process {L(t) : t ≥ 0} with state
space {−2,−1, 0, 1}. More precisely, L(t) = 1 (L(t) = 0) when Q2 is at L1 (resp.
L2) at time t, and L(t) = −1 (L(t) = −2) when Q2 switches from L1 to L2 (L2 to
L1). Without loss of generality, let L(0) = 1. We further assume that XL1

n (XL2
n )

is an iid sequence of common exponential distribution with rate α1 (α2). Fur-
thermore, we assume {XL1

n , XL2
n , C1,2

n , C2,1
n } are iid and mutually independent,

and also independent of the inter-arrival times and service requirements.
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During the availability of the server at Q1 and Q2, the server alternates be-
tween service and idle periods depending on whether customers are present.
When the server is active at the end of a visit of Q2 to L1 or L2, service
will be preempted. At the beginning of the next visit of Q2, the service time
will be re-sampled according to Si(·). This discipline is commonly referred to
as preemptive-repeat-random. Let Ni(t) denote the number of customers in Qi,
i = 1, 2, at time t. Assume Ni(0) = 0, i = 1, 2.

Further, we note that in the analysis we will use visit (time) rather than
contact (time) to refer to (the duration of) a contact opportunity as to be in line
with the common practice in the polling literature. Also, it is worth pointing out
that the term customer throughout this paper will designate packet.

Our objective is to analyze the sojourn time of a customer in the tandem system
and at the individual queues Q1 and Q2. First, we will state the stability condi-
tions for the tandem system. Second, we discuss several results for the sojourn
time and queue length at Q1 which will be required in the analysis later. Next, we
determine the joint queue-length probabilities for the tandem model at specific
instants. These probabilities can be related to the time-equilibrium probabilities.
Finally, applying Little’s law, the mean sojourn time at Q2 is obtained.

2.2 Stability Condition

The tandem model is stable if each customer in the system can be served in
a finite period of time. Stability is considered on a per-queue basis as service
capacity cannot be exchanged between the queues. The system is stable if and
only if all the queues in the system are stable.

Let a cycle define the time that separates two consecutive server visits to
a queue. Due to the independence assumptions on our rvs, cycle lengths are
iid, with generic rv C := XL1 + XL2 + C1,2 + C2,1. For an individual queue
to be stable, we must have that on average the number of customer arrivals
per cycle is smaller than the number of customers that can be served at most
per cycle. This latter number for Qi will be denoted by N i

max, i = 1, 2, and
is geometrically distributed (due to the exponential visit times and preemptive-
repeat-random discipline), i.e., P(N i

max = k) = pi(1−pi)k, k = 0, 1, 2, . . . , where
pi = P(service is preempted at Qi) = 1 − S̃i(αi), i = 1, 2. Thus, the stability
condition for Qi, i = 1, 2, reads

ρi :=
E[arrivals per cycle to Qi]

E[N i
max]

= λE[C] · 1− S̃i(αi)
S̃i(αi)

< 1, (1)

where ρi is referred to as generalized load at Qi and E[C] = 1/α1 +1/α2 + c1,2 +
c2,1, the mean cycle time. Notice that under stability the arrival rate to Q2 and
Q1 are equal.

2.3 Queue One

Recall that the server visit process is autonomous and that service is according
to the preemptive-repeat-random discipline. It is then easily seen that Q1 in
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isolation is an M/G/1 queue with on-off server with arrival rate λ, mean service
time 1/β1, exponential on-period XL1 with rate α1, and off-period Roff equal
to the switch-over times plus the server visit time to Q2 at L2, i.e., Roff =
C1,2 + C2,1 + XL2. By a renewal reward argument Pon, the probability that the
server is on, satisfies Pon = (α1E[C])−1 and Poff := 1− Pon.

The M/G/1 queue with on-off server has been extensively studied in the
literature (see, e.g., [14,15]). Let us state here only the results that are relevant
for our analysis. The LST of the sojourn time of a customer is denoted by D̃1(s)
and follows from a decomposition argument [15]

D̃1(s) = W̃1(s)S̃eff (s) , (2)

where W̃1(s) and S̃eff (s) denote the LST of the waiting time of a customer (until
it is taken into service for the first time) and the effective service time (including
possible service interruptions), respectively. These latter LSTs are given by [15]

W̃1(s) = W̃M/G/1(s)(Pon + Poff R̃off
e (s)

)
, (3)

S̃eff (s) =
(α1 + s)(α2 + s) · S̃1(α1 + s)

(α1 + s)(α2 + s)− α1α2(1 − S̃1(α1 + s)) · C̃1,2(s)C̃2,1(s)
, (4)

where Re(s) > 0, R̃off
e (s) denotes the LST of the residual time of an off-period

and W̃M/G/1(s) is the LST of the waiting time in the “corresponding” M/G/1
queue with service time with LST S̃eff (s).

It follows that the probability generating function (p.g.f.) of N1, the number
of customers at Q1, which we denote by F1(·), can be expressed as function of
D̃1(·) using the so-called functional form of Little’s law (see [16] for a general
proof for FIFO queues with non-anticipating arrivals) as follows

F1(z) = D̃1

(
λ(1 − z)

)
, |z| ≤ 1 . (5)

Let us denote by F {−2,1}(·) the p.g.f. of the number of customers at the end of
an off-period, i.e., at the transition of L(t) from −2 to 1. It can then be shown
in a couple of steps by using Eq. (5), the PASTA property and conditioning on
the position of the server, that

F {−2,1}(z) = W̃M/G/1

(
λ(1 − z)

) · S̃eff
(
λ(1− z)

) · R̃off
(
λ(1 − z)

)
. (6)

This function will be required in Section 3 in the approximative analysis for Q2.
For more details on its derivation, we refer to [17].

2.4 Queues in Tandem

Joint Queue-length Probabilities at the End of a Server Visit. In this sec-
tion, we will determine the queue-length distribution at the end of a server visit
at each queue of the tandem model. The analysis builds on the work of Eisenberg
[18] and involves setting up an iterative scheme. This iterative approach was in-
troduced by Leung [19] for the study of a probabilistically-limited polling model.
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Later, this model was extended in [12] to a time-limited polling model and in [13]
for a time-limited model in which the server remains at a queue even if it becomes
empty. A key role in the iterative scheme is played by the (auxiliary) p.g.f.’s φi

k(z)
and φs,i

k (z) for z := (z1, z2), which will be explained below. In the final step of the
iteration scheme γi(z), the p.g.f. of the queue-length distribution at the end of a
server visit to Qi, is obtained as a function of φs,i

k (z).
Let us consider a service visit to a tagged queue i. We will recursively relate

the number of customers present at the end of this visit to the number present at
the beginning. To this end, we mark three types of events that may occur during
a server visit viz., a customer arrival to an empty Qi, a service completion at
Qi, and the departure of a server from Qi. Further, we define for k ≥ 0, N i

k :=
(N i

k,1, N
i
k,2), where N i

k,j , j = 1, 2, denotes the number of customers at Qj just
after the epoch of the k-th marked event at Qi. We let N i

0 refer to the number
of customers present at the arrival of the server to Qi. Finally, we denote by the
rv κi ≥ 1 the number of marked events that occurs during a visit time of Qi.
It is immediately clear that the sequence {N i

k}∞k=0 is a Markov chain. We may
then define for k ≥ 1

φi
k(z) := E[zNi

k1{κi>k}] , (7)

where 1{A} is the indicator function of event A (1{A} = 1, if A is true, and 0
otherwise). That is, φi

k(z) is the joint p.g.f. of the number of customers at all
queues at the k-th marked event epoch at Qi and marked event k is not the final
marked event during the visit (i.e., marked event k +1 will occur). Similarly, we
define for k ≥ 1

φs,i
k (z) := E[zNi

k1{κi=k}] . (8)

That is, φs,i
k (z) is the joint p.g.f. of the number of customers at all queues at the

k-th marked event epoch at Qi and k is the final marked event (i.e., marked event
k is a server departure event, and marked event k + 1 will not occur). Let N(T )
be the number of arrivals during a random period T , I1 be the (exponential)
inter-arrival time of customers at Q1, and Ci,j(z) be the p.g.f. of the number
of arrivals during a switch-over time from Qi to Qj. Then, by analogy with the
results of De Haan et al. [13] for a time-limited polling system, φi

k(z) and φs,i
k (z),

i = 1, 2, k = 1, 2, . . ., are recursively given by

φ1
k(z) = φ1

k−1(z) |z1=0 ·E[zN(I1)1{XL1>I1}] · z1 (9)

+
(
φ1

k−1(z)− φ1
k−1(z) |z1=0

) · E[zN(S1)1{XL1>S1}] · z2/z1 ,

φ2
k(z) =

(
φ2

k−1(z)− φ2
k−1(z) |z2=0

) · E[zN(S2)1{XL2>S2}] /z2 , (10)

and

φs,1
k (z) = φ1

k−1(z) |z1=0 ·E[zN(XL1)1{XL1<I1}] (11)

+
(
φ1

k−1(z)− φ1
k−1(z) |z1=0

) · E[zN(XL1)1{XL1<S1}] ,

φs,2
k (z) = φ2

k−1(z) |z2=0 ·E[zN(XL2)] (12)

+
(
φ2

k−1(z)− φ2
k−1(z) |z2=0

) · E[zN(XL2)1{XL2<S2}] ,
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where

φi
0(z) = γ3−i(z)C3−i,i(z) ,

E[zN(I1)1{XL1>I1}] = λ/(λ + α1) ,

E[zN(Si)1{XLi>Si}] = S̃i(αi + λ(1 − z1)) ,

E[zN(XL1)1{XL1<I1}] = α1/(λ + α1) ,

E[zN(XLi )1{XLi<Si}] = αi · 1− S̃i(αi + λ(1− z1))
αi + λ(1 − z1)

,

E[zN(XL2)] = α2/(α2 + λ(1 − z1)) .

Equation (9) can be explained by the following observations. First, the time
between the (k − 1)-th and the k-th marked event epoch (and thus also the
number of arriving customers) depends on whether at least one customer was
present at the (k − 1)-th marked event epoch. This explains why the equation
consists of two parts. Second, the number of customers at all queues at a marked
event epoch is equal to the number present at the previous marked event epoch
adjusted for the arrivals and departures in the meantime. Equation (10) consists
only of one part due to the fact that once Q2 is empty, it will remain empty during
the rest of that visit. Along the same lines as Eqs. (9) and (10), Eqs. (11) and
(12) are derived. Finally, we note that φi

0(1) = 1 for 1=(1,1), while φi
k(1) ≤ 1,

for all k = 1, 2, . . ., since the k-th marked event might not occur at all during a
visit to Qi.

Notice that the final marked event is always a departure of the server from
Qi. Therefore, we can write for the number of customers at the queues at the
end of a server visit to Qi

γi(z) = E[zNi
κi ] = limK→∞

∑K
k=1E[zNi

k1{κi=k}] = limK→∞
∑K

k=1φ
s,i
k (z) . (13)

For computational convenience, we will numerically invert the joint p.g.f. of
the number of customers at the queues using the Discrete Fourier Transform. To
apply this technique, we only need the values of the joint p.g.f. to be known at a
finite number of points (z1, z2), with zi = ωki

i , where ωi = exp(−2πI/Ji). Here I
is the imaginary unit and Ji refers to the number of discrete points used for Qi

in the transformation process. Hence, we replace zi, i = 1, 2, in the expressions
above by ωki

i , so that all expressions become functions of k = (k1, k2). Also,
let γ̌i(k) refer to γi(z), with zi = ωki

i . We start the iteration process with an
empty system and then compute γ̌1(k) using Eq. (13) up to a finite K such
that 1 − γ̌i(0) < δ, for some δ > 0. Next, we compute γ̌2(k) in the same way
and then we continue with γ̌1(k) again, and so on. The iteration process is
stopped when ∀ k : |Re(γ̌i(k))− Re(γ̂i(k))| < ε, i = 1, 2, for some ε > 0, where
γ̂i(k) refers to the previously obtained value for γ̌i(k). The standard values for
the convergence parameters that have been used are ε = 10−6 and δ = 10−9.
Finally, via the inverse transform, the joint queue-length probabilities at visit
completion instants can be found. We note that for these probabilities to be
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exact, we need at least that Ji → ∞, i = 1, 2. However, the strength of the
approach is that the probabilities are already close to the exact probabilities
for small values of Ji. It should be noted that when the system load increases,
the values Ji must typically be increased to guarantee the accurate computation
of the probabilities. Thus, this iterative approach appears mainly applicable to
systems with a light to moderate load.

Mean Sojourn Time at Queue Two. The sojourn time is related to the
time-equilibrium queue-length probabilities. These probabilities can be obtained
from the queue-length probabilities at the end of a server visit due to the expo-
nential visit times. This is done by conditioning on the position of the server.
Notice that the server is either at some queue or switching from one queue to
another. Let us consider the queue-length process and condition on the server
being at some tagged queue Qi. This induced process consists of a series of ex-
ponentially distributed periods with positive jumps between each two periods.
Due to the PASTA property, the system state just before these (Poisson) jump
epochs equals exactly the time-average system state. Moreover, the system state
at these epochs is exactly the state as observed by the server when it departs
from Qi. Thus, we have that a departing server observes the system in steady-
state conditioned on the queue it departs from. Let us further denote the p.g.f.
of the number of customers present at a random instant during a switch-over
time from Q3−i to Qi by Ci

R(z). It can readily be found that

Ci
R(z) = γi(z) · 1− C̃3−i,i

(
λ(1 − z1)

)

c3−i,i · λ(1 − z1)
. (14)

Hence, by conditioning on the position of the server, we may write for P (z) :=
E[zN1

1 zN2
2 ], the joint p.g.f. of the time-equilibrium queue lengths,

P (z) =
1

E[C]

2∑

i=1

(
γi(z) · 1

αi
+ Ci

R(z) · c3−i,i

)
. (15)

The mean sojourn time at Q2 then follows from the mean number of customer
at Q2, E[N2], and applying Little’s law

E[D2] =
E[N2]

λ
=

1
λ
· d

dz2
P (1, z2) |z2=1 . (16)

Remark 1. We note that using the distributional form of Little’s law also higher
moments can be obtained for the total sojourn time in the tandem system.
However, this form cannot be applied to the individual sojourn time at Q2, since
the arrival process to Q2 does not satisfy the non-anticipating property [16].

3 Approximation

In this section, we present an approximation for D̃2(s), the LST of the sojourn
time of a customer in the mobile queue Q2, so that we may also deal with the
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situations in which the exact approach is no longer computationally feasible. We
consider the workload process in Q2 when L(t) = 0, i.e. Q2 is served. This will be
done under the additional assumption that the service times are exponentially
distributed at both queues with rate β1 and β2 respectively. It turns out that
this process corresponds to the workload process in an M/M/1 queue with batch
arrivals. The sojourn time of a customer in Q2 then equals the sum of

– the sojourn time of a customer in the batch arrival queue,
– the time a customer is at Q2 but L(t) �= 0, i.e. Q2 is not served.

We emphasize that in this case both the preemptive-resume and preemptive-
repeat-random disciplines are stochastically identical. For the sake of simplicity,
in the following we will consider the preemptive-resume discipline.

3.1 The Workload in Queue Two

To study the workload process at Q2, we split the time into disjoint intervals
which begin at the time instants that the L(t)-process jumps from state −2
to 1 (i.e., the start of an on-period at Q1). Denote the starting points of these
intervals by {Zn, n = 1, 2, . . .}, with, by convention, Z1 = 0. Let the n-th cycle of
L(t) denote the time interval [Zn, Zn+1[, with duration XL1

n +C1,2
n +XL2

n +C2,1
n .

Let V (t) denote the workload (i.e., virtual waiting time) of Q2 present at time t.
Without loss of generality, we assume that V (t) is left-continuous, i.e., arrivals
are not counted as being in the system until just after they arrive. A sample
path of the evolution of V (t) as function of L(t) is shown in Figure 1.

Z1 Z2 Z3 Z4

t

−2
−1

0

1

L(t)

V(t)

t

Fig. 1. Evolution of L(t) and workload V (t) of Q2

Let WB
n denote the workload present in Q2 at time Zn. Based on the evolution

of L(t), it is easily seen that

WB
n+1 =

(
WB

n +
Kn∑

i=1

S2,i −XL2
n

)+

, n ≥ 0, (17)

where (.)+ = max(., 0), Kn is the total number of arrivals to Q2 (or departures
from Q1) during XL1

n and S2,i is the service requirement of a customer in Q2.
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Note that S2,i is independent of XL2
n and that Kn depends on N1(Zn), the num-

ber of customers at Q1 at time Zn. Therefore, Kn, n = 1, 2, . . . , are correlated.
For the sake of model tractability, we need the following

Assumption: Kn, n = 1, 2, . . . , are iid and independent of {XL2
m : m ≤ n}.

By this assumption, Eq. (17) represents the workload seen by the first customer
of a batch in a queue with Poisson batch arrivals with rate α2, independent
batch size Kn, and exponential service requirement with rate β2.

Let G̃(s) := E
[
e−s

∑Kn
i=1 S2,i

]
, i.e., G̃(s) denotes the LST of the service re-

quirement of a batch. It is well known that the batch arrival queue is stable
when −α2G̃

′
(0) = α2E[Kn]/β2 < 1. It can readily be verified that the latter

condition is equivalent to the condition in (1) for Q2. Furthermore, the LST of
the steady-state distribution of WB

n can be written as

W̃B(s) =
(
1 + α2G̃

′
(0)

) s

s− α2 + α2G̃(s)
. (18)

By conditioning on Kn, we find that

G̃(s) = E

[(
β2

β2+s

)Kn
]
. (19)

Finally, let Ṽ j(s) denote the LST of the workload seen by the j-th customer
within a batch upon arrival (including the work brought in by itself). Since the
service requirement of customers is independent of the workload present in the
queue upon arrival and its distribution is exponential with rate β2, Ṽ j(s) reads

Ṽ j(s) = Ṽ j−1(s)
β2

β2 + s
, j = 1, 2, . . . , (20)

with Ṽ 0(s) = W̃B(s). Moreover, since Kn are iid, P(J = j), the probability
that a customer is the j-th customer within the batch is equal to the fraction
of customers who are j-th arrival in their own batch, which gives P(J = j) =
P(Kn ≥ j)/E[Kn].

Removing the condition on the customer position in a batch, the LST of the
sojourn time of an arbitrary customer in the batch arrival queue is given by

Ṽ (s) = β2W̃
B(s)

1− G̃(s)
sE[Kn]

. (21)

It remains to compute E[zKn ] in order to find G̃(s), and eventually W̃B(s).
This will be done next using the matrix-geometric approach.

3.2 The p.g.f. of the Batch Size Distribution

As remarked in the previous section, Kn is the total number of departures from
Q1 during the n-th cycle and depends on the queue length of Q1 at time Zn. To
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compute the p.g.f. of Kn, we first assume that Q1 has a limited queue of M − 1
customers. This queue is denoted by QM

1 . Later, we will let M tend to infinity
to get the final results.

As we need the arriving batch size distribution in steady state, we assume that
QM

1 is in steady state at time Zn. The probability that there are i customers in
QM

1 at Zn is denoted by bM (i). Under the assumption that the unlimited Q1 is
stable, limM→∞ bM (i) = b(i) with

∑
i≥0 b(i)zi = F {−2,1}(z) (see Eq. (6)). Let

bM = (bM (0), . . . , bM (M − 1)) denote the steady-state distribution of the finite
capacity QM

1 .
Let (N1(t), D(t)) denote the two dimensional, continuous-time process with

discrete state-space {0, 1, . . ., M − 1}×{0, 1, . . .}∪{(M, 0)} , where N1(t) repre-
sents the number of customers in Q1 at time t, and D(t) the number of departures
from Q1 until t. State (M, 0) is absorbing. We refer to this absorbing Markov
chain by AMC. The absorption of AMC occurs when the server leaves the
queue which happens with rate α1. By setting the probability that the initial
state of AMC at t = 0 is (i, 0) to bM (i), the probability that the absorption
of AMC occurs from one of the states {(i, k) : i = 0, 1, . . . , M − 1} equals the
steady-state batch size distribution P(Kn = k). The non-zero transition rates of
AMC can be written as

q
(
(i, j), (i + 1, j)

)
= λ, 0 ≤ i ≤M − 2, j ≥ 0,

q
(
(i, j), (i− 1, j + 1)

)
= β1, 1 ≤ i ≤M − 1, j ≥ 0,

q
(
(i, j), (M, 0)

)
= α1, 0 ≤ i ≤M − 1, j ≥ 0.

(22)

Let us order the infinite number of AMC states as: (0, 0), . . . , (M−1, 0), (0, 1)
, . . . , (M−1, 1), . . ., and finally (M, 0). It is easily seen that the transition matrix
P of AMC can be written as

P =
(

Q R
0 0

)
,

where Q is an upper-bidiagonal block matrix of infinite dimension, 0 is the row
vector with all zero entries and R = (α1, . . . , α1)T . The blocks of Q’s diagonal
are all equal to A, a M -by-M bidiagonal matrix with diagonal (−λ− α1,−λ−
α1 − β1, . . . ,−λ− α1 − β1,−α1 − β1) and upper-diagonal (λ, . . . , λ). The blocks
of Q’s upper-diagonal are all equal to B, a M -by-M lower-diagonal matrix with
lower-diagonal (β1, . . . , β1).

Next, we will derive P(Kn = k) as function of the inverse of Q. Since Q is
an upper-bidiagonal block matrix, Q−1 is an upper-triangular block matrix. It
is easy to verify that the entries of Q−1 are equal to Um,l =

(−A−1B
)l−m

A−1

for m ≥ 0 and l ≥ m. Note that the matrix A is invertible since it is upper-
bidiagonal with strictly negative diagonal entries.

From the theory of absorbing Markov chains, given that the initial state vec-
tor of AMC is bM , the probability that the absorption occurs at one of the
states {(i, k) : i = 0, 1, . . . , M − 1} is given by (see, e.g., [20]) P (Kn = k) =
−α1bM (U0,k)e= −α1bM

( −A−1B
)k

A−1e, where e denote the M -dimensional
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column vector with all entries equal to one. After some algebra, we find

EM [zKn ] = −α1bM (A + zB)−1e, |z| ≤ 1. (23)

Therefore, it remains to find (A + zB)−1.
Now, define Q(z) := (A+zB), let uT = (1, 0, . . . , 0) and let vT = (0, . . . , 0, 1).

Observe that Q(z) = T(z)+β1uuT +λvvT , where T(z) is a M-by-M tridiagonal
Toeplitz matrix with diagonal entries equal to (−λ − β1 − α1), upper-diagonal
entries equal to λ, and lower-diagonal entries zβ1. Let t∗ij denote the (i, j)-entry
of T−1(z). By applying the Sherman-Morrison formula [21, pp. 76] we find that
the (i, j)-entry of Q−1(z) gives for i, j = 1, . . . , M ,

q∗ij = mij − λ
miMmMj

1 + λmMM
, where mij = t∗ij − β1

t∗i1t
∗
1j

1 + β1t∗11
. (24)

The inverse of a tridiagonal Toeplitz matrix has been computed in closed-form
(see [22, Sec. 3.1]). Following that same approach, we obtain t∗ij as function of
r1 and r2, the distinct roots of λr2 − (λ + β1 + α1)r + β1z with |r1| < |r2|.
Inserting the values of t∗ij into (23) and letting M →∞ yield that (for a detailed
derivation see [17, Sec. 3.2])

E[zKn ] =
α1

λ(1 − r1)(r2 − 1)

[
1 + β1

1− z

λr2 − β1
F {−2,1}(r1)

]
, (25)

where F {−2,1}(.) is given in (6). Inserting z = β2/(β2 + s) into (25) gives the
closed form of G̃(s), the LST of the service requirement of a total batch (see
(19)), which in turn gives the closed form of W̃B(s).

3.3 Sojourn Time in Queue Two

Let H0 denote the sojourn time of a customer in the batch arrival queue. More-
over, let {Ht : t ≥ 0} denote the remaining sojourn time of a customer in
Q2 if the server would be continuously working at Q2 from time t onwards. In
other words, Ht decreases at rate 1 when L(t) = 0 and Ht is constant when
L(t) ∈ {−2,−1, 1} at time t. Let Y denote the number of service interruptions
during the sojourn time of a customer.

The visit periods have an exponential length with rate α2. Now, given that
H0 = v, the number of interruptions has a Poisson distribution with

E[zY |H0 = v] = e−α2v(1−z). (26)

The duration of these interruptions are independent and are given by Ξ =
C2,1 + XL1 + C1,2. Furthermore, Ξ∗, the time it takes before Ht actually starts
decreasing after time 0, satisfies Ξ∗ = XL1

e + C1,2, where XL1
e is the residual

time of XL1. Note that XL1
e and XL1 are identically distributed with common

exponential distribution. It is easily seen that D2 = Ξ∗ + H0 +
∑Y

i=1 Ξi. By
conditioning on H0 and Y , we find for the LST of D2,

D̃2(s) = E
[
e−sΞ∗]

E
[
e−s(

∑ Y
i=1 Ξi+H0)

]
= E

[
e−sΞ∗]

E
[
e−sH0e−α2H0(1−Ξ̃(s))

]
.
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where Ξ̃(s) = α1
α1+s C̃1,2(s)C̃2,1(s). Since H0 equals the sojourn time in the batch

arrival queue, we find (see, Eq. (21))

D̃2(s) =
α1C̃

1,2(s)
α1 + s

× W̃B
(
Δ(s)

)× β2

E[Kn]
× 1− G̃

(
Δ(s)

)

Δ(s)
, (27)

where Δ(s) := s + α2(1− Ξ̃(s)).

4 Numerical Evaluation

The evaluation of the model will be done in three parts. First, we will exten-
sively validate the accuracy of the approximation. Second, we consider the im-
pact of the switch-over time distribution on the mean end-to-end delay in the
network. Finally, we study the optimization of the end-to-end delay in the net-
work by adjusting the visit time parameters via power control. Throughout this
section, the distribution of the switch-over times of Q2, C1,2 and C2,1, are as-
sumed identically distributed according to an exponential distribution with mean
c1,2 = c2,1.

4.1 Model Validation

We validate the approximate model developed in Section 3.3 for the mean sojourn
time at Q2 by comparison with the results for the exact model of Section 2.4.
Note that the exact expression of the LST of the sojourn time at Q1 was derived
in Section 2.3. The approximation assumption is Kn, n = 1, 2, . . . , are iid and
also independent of {XL2

m : m ≤ n}.
Let us introduce some notation. Let E[Dapp

2 ] (resp. E[Dexa
2 ]) denote the mean

sojourn time in Q2 using the approximate (resp. exact) model given in Sect. 3.3
(resp. in Sect. 2.4). Let R2 denote the absolute relative difference between the ap-
proximate and exact mean sojourn time in Q2, i.e., R2 := |1− E[Dapp

2 ]/E[Dexa
2 ]|.

Further, we note that the load at Q1 and Q2 can be rewritten as (see (1))

ρi =
λ

βi

(
α1 + α2

α3−i
+ 2αic

1,2

)
, i = 1, 2.

Figure 2(a) displays R2 as a function of λ for different values of c1,2 with β1 =
β2 = 1 and α1 = α2 = 0.1. Thus, in this scenario the load at Q1 and Q2 are equal
(ρ1 = ρ2). Observe that R2 increases with λ and that the approximate model
is accurate for ρ1 = ρ2 < 0.5. This is because the probability that Q1 is empty
upon the departure of the server from Q1 decreases with λ. For this reason, the
auto-correlation of Kn increases with λ. Moreover, Figure 2(a) shows that R2

decreases with c1,2 for ρ1 = ρ2 (e.g., for ρ1 = 0.5, R2 = 15% when c1,2 = 1 and
R2 = 8% when c1,2 = 20). This is because in the case where ρ1 = ρ2, λ decreases
with c1,2.

Figure 2(b) shows the mean sojourn time in Q2 using the approximate and
exact models. Observe that the approximation gives an upper bound for E[Dexa

2 ].
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Fig. 2. For β1 = β2 = 1, α1 = α2 = 0.1: (a) Relative difference R2 as a function of λ.
(b) Mean sojourn time in Q2 as a function of λ.

This observation is in support of the result in [23] which proves that in the
correlated M/G/1 a positive correlation between the service requirement and
the last inter-arrival reduces the mean sojourn time. We should emphasize that
also in our model Kn and the last inter-arrival are positively correlated, i.e., an
increase of the last inter-arrival time induces stochastically an increase of Kn.
Finally, we found that for a given ρ2, the approximate model is more accurate
for higher values of ρ1 (e.g., when ρ2 = 0.6, R2 = 9.6% for ρ1 = 0.25, while
R2 = 4.7% for ρ1 = 0.75).

We conclude that the approximate model has the following properties:

– It is accurate for low and moderate load at Q1 and Q2;
– It gives an upper bound for the sojourn time at Q2;
– It is accurate for high load at Q1 and moderate load at Q2.

4.2 Impact of the Switch-Over Times Distribution on Sojourn Time

We note that in the analysis the distribution of the switch-over time was assumed
to be arbitrary. This section studies the impact of the distribution of the switch-
over times on the end-to-end sojourn time of a customer in the network. This will
be done by considering the following two different distributions of the switch-
over times in such a way that they share the same first two moments: two-phase
hyper-exponential and two-phase Coxian distribution.

We evaluated the mean sojourn time as a function of SCOVs := V ar(C1,2)/
(c1,2)2, the squared coefficient of variation of the switch-over times. Through
an extensive numerical evaluation, we observed that the mean sojourn time is
equal for the two different distributions. This suggests that the mean end-to-end
sojourn time depends on the distribution of the switch-over times only through
their first two moments. Additional experiments for Weibull distributed switch-
over times were performed and were in support of this conjecture. The latter
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experiments were done by simulation since the LST of the Weibull distribution
is not known in closed form. We note that this conjecture is well known in the
context of single-server queue with vacations and several polling models, but to
the best of the authors’ knowledge it is novel in the context of tandem models
with autonomous servers.

4.3 Insight on the Optimal End-to-End Sojourn Time

In this section, we study the evolution of αopt
2 , the optimal value of α2, that

yields the minimum value of the end-to-end sojourn time under the constraints
of zero switch-over time, i.e., C1,2 = 0, and constant cycle length, i.e., E[C] =
1/α1+1/α2 is constant. Note that under these constraints α1 decreases when α2

increases. Since the mean sojourn time in Q1 decreases with α2 and mean sojourn
time at Q2 increases with α2, αopt

2 exists and it is unique. The adjustment of
α1 and α2 can be done in practice by controlling the transmission power of the
stations.

The optimal value αopt
2 can be computed by applying the numerical opti-

mization package of MAPLE to the approximate mean sojourn time in (27).
However, in practice one might prefer a more simple and intuitive rule that pro-
vides a value for α2 which yields a close to optimal mean sojourn time. Therefore,
we will discuss two alternative, heuristic optimization approaches.

The first heuristic selects the values of α1 and α2 such that the load is balanced
at both queues, i.e., ρ1 = ρ2. This gives:

αi = (β1 + β2)/(β3−i · E[C]), i = 1, 2 . (28)

The second heuristic chooses α1 and α2 based on the analysis of a tandem
model of two M/M/1 queues with shared service capacity. This means that the
servers at both queues are always present, but serving at rate ν at Q1 and at
rate 1 − ν at Q2. Then, the optimal ν, say ν∗, is the one that minimizes the
end-to-end sojourn in such a tandem model, which we denote by E[D]M/M/1

and equals simply

E[D]M/M/1 = 1/(β1ν − λ) + 1/(β2(1 − ν)− λ) . (29)

We choose the ratio α1/α2 equal to (1 − ν∗)/ν∗, such that the fraction of time
that the server is at Q1 in our model equals the optimal rate ν∗ in the M/M/1
tandem model.

InTable 1,wepresent the results of this comparison.Here,αopt
2 , αLB

2 andα
M/M/1
2

refer to the choice of α2 in the optimal case, in the load balancing heuristic, and in
the M/M/1 tandem heuristic, respectively. Further, we present the relative differ-
ences in mean sojourn time using the two heuristics (denoted by εLB and εM/M/1)
with respect to the optimal mean sojourn time, E[D]opt. Table 1 displays the per-
formance of those heuristics when β1 is increased while β2, λ and E[C] are kept
constant. We note that for the symmetric case, β1 = β2, the heuristics would also
give the optimal solution α1 = α2. The performance using load balancing worsens
rapidly when β1 is increased. Also the M/M/1 tandem heuristic deviates from the
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Table 1. Comparison of α2 and E[D] for different optimization approaches for β2 = 1,
λ = 0.1, and E[C] = 10

β1 1.1 2 3 6 11 16

αopt
2 0.194 0.174 0.166 0.156 0.150 0.148

αLB
2 0.190 0.150 0.133 0.117 0.109 0.106

α
M/M/1
2 0.195 0.167 0.154 0.138 0.128 0.123

E[D]opt 14.47 12.82 12.14 11.42 11.08 10.94

εLB (%) <0.1 3.9 8.6 17.2 23.6 26.3

εM/M/1 (%) <0.1 0.4 0.9 2.3 3.8 4.7

optimum, but the relative differences remain small. We note that other values of
E[C] were considered for which similar results were found.

We can conclude that balancing the load is not a good solution for end-to-
end sojourn time optimization unless β1 ≈ β2. However, using an optimization
heuristic based on a simple tandem model of two M/M/1 queues will give nearly
optimal results for the mean sojourn time.

5 Conclusions

This study is part of a research effort towards developing analytical models for
quantifying the end-to-end delay in a delay-tolerant network. We consider here
a network consisting of a fixed source node, a fixed destination node, and a
mobile relay node. A closed-form expression has been derived for the delay at
the packet’s source node. Next, an iterative approach has been developed for the
joint queue-length distribution of the source and the relay node. In addition, a
simple approximate model has been proposed for the delay analysis at the relay
node. The approximate model has extensively been validated and shows excellent
results. Numerical results on the mean end-to-end delay show that the switch-
over time distribution impacts this metric only through its first two moments.
Moreover, load balancing is not an effective tool for delay optimization, while
the M/M/1 tandem heuristic is near optimal.

In future work, we will study scenarios where multiple relay nodes coexist
in the network. We anticipate that the exact and approximate models can be
extended at least to cover the situations for which only a single copy of a packet
exists at a time.
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Abstract. In this paper, we prove the asymptotic equivalence between
closed, open and mixed multiclass BCMP queueing networks. Under the
assumption that the service demands of a given station, for sufficiently
large population sizes, are greater than the ones of all the other stations,
we prove that as the total number of customers semi-proportionally grows
to infinity the underlying Markov chain of a closed network converges to
the underlying Markov chain of a suitable open or mixed network. The
equivalence theorem lets us extend the state of the art exact asymptotic
theory of queueing networks considering a general population growth
and including the case in which stations have load-dependent rates of
service, and provides a natural technique for the approximate on-line
solution of closed networks with large populations. We also show the
validity of Little’s law in the limit.1

1 Introduction

Closed, multiclass queueing networks have been widely used to analytically
model the behavior of computer systems with application constraints, e.g. a
finite number of threads, (see, e.g., [7,23]). In the frameworks of Internet ser-
vices, for instance, a closed, multiclass queueing network model for multi-tier
Internet services and applications has been recently proposed in [23] where the
queues are represented by the different tiers of the application and the customers
issue many requests with think times in between. In such frameworks, an imme-
diate, on-line solution of several queueing network models is required. In fact,
the high variability of workload characteristics [6,9] and the dynamic environ-
ment in which applications and services are deployed require continuous network
and system re-configurations in order to meet quality of service constraints and
optimize performance metrics. The fulfillment of quality constraints and the op-
timization of performance metrics can be approached through the formulation of
non-linear optimization problems [1,7]. Such problems make a large use of per-
formance indices in their objective functions and constraints, and require the on-
line solution of several queueing network models. An other scenario in which an

1 This work has been supported by the technical and financial support of Neptuny.

K. Al-Begain, A. Heindl, and M. Telek (Eds.): ASMTA 2008, LNCS 5055, pp. 206–220, 2008.
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immediate solution is required is in the hierarchical modeling of large networks.
The Method of Layers [21], for instance, is based on the iterative solution of sev-
eral closed networks representing different layers of software servers. In general,
a closed network must be solved whenever a flow-equivalent station [8] is in-
troduced in the model. Unfortunately, the computational complexity of existing
solution algorithms for closed multiclass models is prohibitively expensive and
for real world systems, which are characterized by a large number of customers
[23], their use is impractical. Moreover, the numerical instabilities characteriz-
ing existing algorithms strongly affect the accuracy of the solution [18] and this
further motivates the discovery of efficient techniques for the on-line and stable
solution of closed multiclass queueing networks with large populations.

The asymptotic theory of queueing networks concerns the study of queueing
network models when some input parameter is large or grows to infinity, e.g.
the total number of customers. Such asymptotic theory can support the above
requirements because it is aimed to provide simple closed-form formulas which
can be used as accurate estimates of network performance indices [3,4] or also
as accurate starting conditions of iterative solution techniques, e.g. [22], which
have been shown critical for convergence issues [17]. The asymptotic analysis also
provides immediate useful information on the behavior of a network and can be
used at design-time to pursue given performance goals. A wide literature has been
developed concerning the asymptotic analysis of BCMP networks [5] with load-
independent stations (see, e.g., [3,4]), but little appeared about networks with
load-dependent stations. This type of station is useful to model a service center
where its processing speed depends on its queue length and it is used in many
applications. For instance, load-dependent stations can represent multiple-server
queues or flow-equivalent stations [8] which are used for the hierarchical modeling
of large/multitiered networks. Flow-equivalent stations are used to efficiently
speed up the evaluation of different alternatives for model input parameters and
they are also important for the approximate solution of non-BCMP networks
(see, e.g., [8,2]).

McKenna and Mitra [15] analyze multiclass networks with load-dependent sta-
tions expliciting the normalizing constant [5] with an integral using the Gamma
function and obtain an asymptotic series expansion under the “normal usage”
assumption which essentially imposes that no queue is heavily loaded, i.e. most
of the customers are in a delay station. Analogously, Mei and Tier [16] provide
different expansions assuming the existence of a delay and also of a large num-
ber of stations. The asymptotic formula provided for the normalizing constant
is approximate and no bounds are provided for the accuracy of their results.

In this paper, we propose a very different approach which lets us prove the
exact asymptotic behavior of multiclass BCMP networks extending the results
presented in [3] with respect to load-dependent stations and a more general
type of population growth that we call semi-proportional. This type of growth
essentially keeps constant the number of customers of some classes and lets the
others proportionally grow to infinity. We analyze the case in which the service
demands of a given station, for sufficiently large population sizes, are greater
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than the ones of all the other stations. In the real world, this assumption is met
for a variety of applications. For instance, the current trend of many Internet
applications addresses a multitiered architecture and quite often it happens, e.g.
[24], that the application tier is the more overloaded one. This essentially reflects
our assumption because each tier usually represents a queue [23]. Our approach
is based on the analysis of the Markov chain underlying a queueing network.
Exploiting the well-known insensitivity property of BCMP networks, we provide
a theorem stating the asymptotic equivalence between closed, open and mixed
networks. In particular, we prove that, as the total number of customers grows
to infinity, the underlying Markov chain of a closed network is equivalent to
the underlying Markov chain of a suitable open or mixed network. Hence, the
behavior of a closed network must converge, in the limit, to the behavior of a
mixed or open network. We then use this equivalence to efficiently solve closed
networks with large population sizes in an approximate manner and to derive
exact asymptotic curves for system response time and throughput which capture
very well the network behavior even for small population sizes. We also show the
validity of Little’s law [14] also when the number of customers grows to infinity.

The structure of the paper is as follows. Section 2 introduces the model under
investigation and some definitions. Section 3 illustrates our main result proving
the asymptotic equivalence between closed, open and mixed BCMP networks
under the semi-proportional population growth. In Section 4 we provide asymp-
totic formulas for the efficient solution of networks with large population sizes
as well as the rationale behind Little’s law in the limit. Numerical results are
given in Section 5 and, finally, Section 6 draws conclusions of our work.

2 Model and Definitions

We consider multiclass BCMP queueing networks [5]. There are M stations and
customers are partitioned into R classes. If not otherwise specified, indices r and
s will implicitly range from 1 to R and indices i and j from 1 to M indexing,
respectively, network classes and stations. pij,r is the (constant) probability that
upon completing service at station i a class-r customer goes to station j. p0i,r

and pj0,r are, respectively, the probability that a class-r customer entering from
outside visits station i and the probability that a class-r customer leaves the
network after completion at station j.

If the network is open, we denote by

– λr, the mean overall class-r customers arrival rate from outside,
– λ =

∑
r λr , the mean overall arrival rate from outside,

– λ0,ir, the mean class-r customers arrival rate from outside to station i
– λir , the mean class-r customers arrival rate to station i which can be obtained

by solving the linear system

λir = λ0,ir +
∑

j
λjrpji,r , ∀i, r. (1)

If the network is closed, we denote by
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– Nr, the constant number of class-r customers circulating in the network,
– N = (N1, N2, . . . , NR), the total population vector,
– N =

∑
r Nr, the total number of customers without class distinction.

Let n = (n1, . . . ,nM ) be a state of the network where ni = (ni1, . . . , niR)
denotes the population vector in station i and nir denotes the number of class-r
customers in i. Note that for closed networks Nr =

∑
i nir.

π(n) and πi(ni) are respectively the network steady-state probabilities [8]
of being in state n and the steady-state probability of having ni customers
in station i. πi(n) is the steady-state probability of having, in i, n customers
without class distinction.

μir is the mean class-r service rate of station i and the quantity 1/μir is the
average service time. eir is the mean number of visits of a class-r customer to
station i and can be obtained through the following linear system

eir = p0i,r +
∑

j
ejrpij,r, ∀i, r. (2)

In closed networks p0i,r = 0 and for each r the previous system has only M − 1
independent equations, and its solution is determined up to a multiplicative
constant assuming, for instance, e1r = 1, ∀r (see, e.g., [8]). Dir = eir/μir is the
mean loading of station i for class-r customers (also called relative utilization)
and for a closed network it can be interpreted as the average time spent by a
class-r customer at station i during its full execution when using the network
alone and visiting station 1 once, i.e. e1r = 1.

Let xi(n) be an arbitrary positive function of the number of customers which
visit i. xi(n) represents the load-dependent rate of service of i when there are n
customers in i relative to the service rate when n = 1, i.e. xi(1) = 1.

Let also yir(n) be an arbitrary positive function of the number of class-r
customers which visits i. yir(n) represents the load-dependent rate of service of
class-r customers in station i when there are n class-r customers in i relative to
the service rate when there is only one class-r customer, i.e. yir(1) = 1.

We say that station i provides a type 1 load-dependence if its load-dependence
is a function of the total number of customers in i. Analogously, station i provides
a type 2 load-dependence if its load-dependence is a function of only the number
of customers in i of a specific class. It is well-known that the model discussed
above with stations providing type-1 or type-2 load-dependencies satisfy the
BCMP assumptions [5]. We denote by zir(n) the relative service rate of the
load-dependence provided by i, i.e.

zir(n) =
{

xi(n) If station i relative service rate is of type 1,
yir(n) otherwise. (3)

In this paper we analyze the special case in which there exists a population
N′ and a station, indexed in the following by m, such that

lim
n→∞xm(n) = x̂m,

Dmr

xm(N)
>

Dir

xi(N)
, i �= m, N > N ′ (4)
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if relative service rate of m is of type 1, otherwise

lim
n→∞ ymr(n) = ŷmr,

Dmr

ymr(Nr)
>

Dir

yir(Nr)
, i �= m, Nr > N ′

r. (5)

However, in Section 3 we provide new insights related to the more difficult case
in which (4) and (5) are relaxed. No constraints are imposed on the convergence
of xi(n), i �= m, as n→∞.

Since we evaluate the network when the number of customers grows to infinity,
in the following we refer to m as the bottleneck of the network because as N →∞
it is the station with the highest per-class loadings.

Xir, Qir and Cir respectively represent the mean throughput, queue length
(number of customers) and response time of class-r customers in station i. We
assume that the previous quantities refer to global quantities if station or class
subscript is removed. For instance, Xr represents the system throughput for
class-r customers while X represents the system throughput due to all classes.

3 Asymptotic Analysis

In this section we prove that a closed BCMP network is equivalent, as the number
of customers grows to infinity, to a suitable open or mixed BCMP network
with the bottleneck station removed. In Section 3.1 we discuss the underlying
Markov chain of the models under investigation, in Section 3.2 we introduce our
notion of semi-proportional population growth and in Section 3.3 we illustrate
the asymptotic equivalence result.

3.1 Underlying Markov Chain

The underlying Markov chain of a BCMP network model has been specified in [5]
where the states of the model take into account the service discipline adopted
by stations (FCFS, PS, LCFS-PR or IS) and the distribution of their service
times. However, in that work a simpler representation of network states is given
aggregating some states. An aggregate state of the model is given by only con-
sidering the number of per-class customers in the stations, i.e. matrix n. This
representation reduces the number of possible states as well as the complexity
of computational algorithms for the model solution. It is well-known (insensi-
tivity property) that for such states and within the BCMP assumptions, any
service time distributions yield, in terms of average performance indices, the
same results of exponential service time distributions (see [5,19]). Hence, given a
BCMP network we can assume that all stations do have an exponential service
time distribution and describe the network behavior with a Markov chain built
by considering only aggregate states without introducing any degree of approx-
imation in terms of average performance indices. We henceforth consider this
equivalent representation of the network because our focus is on the averages of
performance indices. Thus, we introduce the following definition.
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Definition 1. Two Markov chains are called equivalent if there exists a bijection
f between their state spaces such that each pair of states (n, f(n)) guarantees
that the out-going transition rate from n to n′ is equal to the out-going transition
rate from f(n) to f(n′), for all states n′.

3.2 Semi-proportional Population Growth

As described in [3], let β ≡ β(N) = [β1, . . . , βR] be the population mix vector
corresponding to population N whose components are such that

βr =
Nr

N
,

∑
r
βr = 1. (6)

We study the asymptotic behavior of closed networks letting population N grow
to infinity keeping constant the number of customers of some classes and letting
the others proportionally grow to infinity. For simplicity and without loss of
generality, in the following we assume that only classes r ≤ R′ ≤ R are allowed
to grow to infinity and we let them proportionally grow keeping constant their
mix

β′
r =

Nr∑R′

s=1 Ns

, ∀r ≤ R′. (7)

We call this type of growth semi-proportional. Note that the semi-proportional
growth is a generalization of both proportional and unbalanced growths proposed
in [3] where the authors respectively let R and exactly one class of customers
grow to infinity.

In the following, we refer to class-r customers as heavy if and only if r ≤ R′.
It is easy to see that under this type of growth, we have

lim
N→∞

β(N) = (β′
1, . . . , β

′
R′ , 0, . . . , 0) (8)

which means, in general, that the proportion of network utilization due to non-
heavy customers (in the limit) approaches zero.

3.3 Asymptotic Equivalence

Assume that emr > 0, ∀r. In this case, it is easy to see that the asymptotic
behavior of the network can be described in terms of heavy customers only, i.e.
considering a model in which non-heavy customers classes are removed. In fact,
since the queue length of m, in the limit, grows to infinity and the number of
non-heavy customers remains finite, eventually we have that stations i �= m
will be populated by heavy customers only because non-heavy customers will
eventually be lost in the queue of m. This means that the network asymptotic
behavior, in this case, can be analyzed by considering heavy customers only.
Thus, in the following we consider the case in which non-heavy customers do
not visit station m, i.e.

emr = 0, ∀r > R′. (9)

This implies that assumptions (4) and (5) now hold only for heavy customers
classes. We now introduce our asymptotic equivalence theorem.
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Theorem 1. Given a population N, as N semi-proportionally grows to infinity,
the underlying Markov chain of a closed BCMP network is equivalent to the
underlying Markov chain of an ergodic mixed BCMP network formed by the same
set of stations with station m removed, the same routing probabilities pij,r, and,
∀r ≤ R′, overall arrival rates λ0j,r = μmr ẑmrβ

′
rpmj,r and pi0,r = pim,r, p0j,r =

pmj,r.

Proof. Given in Appendix A.

Hence, performance indices of station i �= m of a closed model converge, in the
limit, to the performance indices of the associated station in the mixed model.
Note that the equivalent network defined according to Theorem 1 is ergodic since
the stability condition is verified by assumptions (4) and (5) (see, e.g., [12,13]).
Hence, all queue lengths Qir, i �= m, have a finite limit and, as a consequence,
both Qmr and Cmr grow to infinity proportionally to Nr. This also implies that
the proportion of network utilization due to non-heavy customers is non-null
even though their mix, in the limit, approaches zero.

The asymptotic throughput for heavy customers of class r is then given by

Xr(β) ≡ lim
N→∞

Xr(N) =
∑

j

λ0j,r = μmr ẑmrβ
′
r(1− pmm,r) (10)

while for non-heavy customers the throughput is given by applying existing
solution algorithms for mixed networks (see, e.g., [8]) on a reduced number of
classes, i.e. R−R′. The following corollary is straightforward.

Corollary 1. Given a population N and assuming R′ = R, as N grows to
infinity the underlying Markov chain of a closed BCMP network is equivalent to
the underlying Markov chain of an ergodic open BCMP network formed by the
same set of stations with station m removed, the same routing probabilities pij,r,
arrival rates λ0j,r = μmr ẑmrβrpmj,r and pi0,r = pim,r, p0j,r = pmj,r.

In this degenerate case, note that N grows proportionally to infinity because
each component of β(N) remains constant. According to (9) and assumptions
(4) and (5), note also that in this case we must have emr > 0, ∀r, otherwise we
would have multiple bottlenecks. This corollary is important because extends
the equivalence discussed in [3] proving that the asymptotic equivalence between
open and closed networks holds also for load-dependent stations.

It is easy to see that both Theorem 1 and Corollary 1 hold whenever the
situation of a common bottleneck can appear: in fact, considering, for the sake
of simplicity, the latter case in which R′ = R, Corollary 1 can hold also if
assumption (4) is not met (see the proof of Theorem 1) but a common bottleneck
exists for all customer classes. Let us consider the case in which (4) is relaxed,
i.e. in the case in which there exists no station m such that Dmr/xm(n) >
Dir/xi(n), ∀r, i �= m and ∀n ≥ N ′ for some N ′. In this setting and assuming
load-independent stations, in [4] it has been conjectured the existence of some
βs which, in the limit, yield the saturation of exactly one station, i.e. a common
bottleneck. Given an input population N, the existence of such situation, for
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some common bottleneck m, can be quickly checked by applying Corollary 1. In
fact, it sufficies to apply the corollary with respect to all stations and for each
of them checking whether or not the equivalent open network is ergodic. If an
ergodic network is found for some station m, then m is the common bottleneck
and the network asymptotic behavior can be described by applying the analysis
discussed in the next section. However, because of bottleneck shifting phenomena
[4], in the setting discussed above we do not have a common bottleneck for each
possible β as, instead, assumption (4) implies. Thus, we leave as future work the
analysis of this more difficult setting in which (4) is relaxed.

4 Efficient Analysis of Networks with Large Populations

The computational complexity of exact solution algorithms for closed BCMP
networks with load-dependent stations is prohibitively expensive. For instance,
the complexity of the standard (load-dependent) MVA [18] is O(RNM

∏
r Nr)

for time and O(RM
∏

r Nr) for space. Hence, for multiclass networks with large
population sizes, storage and time requirements do not meet the issues discussed
in the introduction. Moreover, current algorithms rely on numerical instabilities
which strongly affect the accuracy of the solution and eventually yield unfeasible
solutions, e.g. negative throughputs [18].

In the following, we exploit the equivalence results presented in Section 3 in
order to efficiently solve networks with large population sizes. In Section 4.1 we
assume that all customers visit the bottleneck station m while in Section 4.2
we analyze the case in which emr = 0 for some r. Section 4.3 shows exact
asymptotic curves for system response time and throughput, and explains the
rationale behind Little’s law in the limit.

4.1 Open Network Approximation

Let us assume that emr > 0, ∀r, i.e. that all customers visit the bottleneck.
Corollary 1 implies that a network with load-dependent stations and with suf-
ficiently large per-class populations can be approximately solved exploiting so-
lution algorithms for open BCMP networks which, in general, are extremely
efficient. In fact, for a number of load-dependencies of practical interest there
exist simple closed-form formulas for performance indices.

Hence, given a closed network with large population N, we apply Corollary 1
removing the bottleneck station m and then we analyze the resulting open net-
work. It is known, e.g. [5,13], that for computational purposes a better equivalent
representation of an open network is obtained by considering the overall arrival
rate

λ =
∑

r

λr =
∑

r

∑

i

λ0i,r =
∑

r

μmr ẑmrβr(1− pmm,r) (11)

and making the replacement p0i,r ← p0i,rλ0i,r/λ0i. With this transformation
and considering as aggregate state the total number of customers in each station
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without class distinctions, i.e. vector (n1, . . . , nM ), it is well-known that [5]

π(n1, . . . , nM ) =
∏

i

πi(ni) =
∏

i

ρni

i∏ni

t=1 xi(t)
Gi (12)

where

ρi = λ
∑

r

eir

μir
, G−1

i =
∞∑

ni=0

ρni

i∏ni

t=1 xi(t)
. (13)

Note that the mean number of visits eir in (13) can now be exactly computed
through linear system (2). Since previous formulas state that each queue i �= m
can be analyzed independently in isolation as a singleclass queue, they can be
efficiently solved by applying existing literature related to the singleclass load-
dependent queue (note that many load-dependencies yield closed-form solutions
for performance indices, e.g. multiple-servers, Heffes stations [11], limited load-
dependent stations [13]). Bottleneck queue-length Qm is then simply given by
Qm = N −∑

i�=m Qi, network throughput can be approximated by

X(N) =
∑

r

Xr(N) =
∑

r

μmrxm(Qm)βr(1− pmm,r) (14)

which is clearly asymptotically correct and network response time is obtained
by applying Little’s law [14] accordingly.

4.2 Mixed Network Approximation

We now consider the case in which some customers do not visit the bottleneck
m, i.e. assumption (9). If population N is large, then we can approximate the
closed network with a mixed network as defined in Theorem 1 assuming that
only the number of heavy customers grows to infinity. The mixed network is
thus solved through standard algorithms, e.g. [8,13], and Theorem 1 tells us
that as the number of heavy customers increases, performance indices converge
to exact values for each finite population of non-heavy customers. Observe that
the asymptotic solution is exact even if the number of non-heavy customers is
non-large and, thus, we can perform the approximation even if the number of
non-heavy customers is small.

Let us consider the case of load-independent queues. It is well-known that in
order to compute performance indices of non-heavy customers, we have to solve
a (R−R′)-class closed queueing network with modified loadings

Dir ← Dir

1−∑R′

s=1 λsDis

, ∀r > R′ (15)

which take into account the uncontrolled effects of the open classes. Formula (15)
can be generalized to load-dependent stations (see, e.g., [8,13]). In this case, the
computational complexity we need to pay is higher than the open network case
because it is implied the solution of a closed network. However, the solution of
this closed network is characterized by a fewer number of classes, i.e. R−R′, and
this can drastically reduce, in practice, the complexity of the analysis because
the majority of existing exact algorithms is exponential in the number of classes.
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4.3 Response Time Asymptotic Curves

Let us first assume that station m is load-independent and that R′ = R. Since
non-bottleneck stations behave, in the limit, as in an open network, exploiting
the classic MVA recursive formula [20] we have

lim
N→∞

C(N) =
∑

i�=m

Qi/λ + lim
N→∞

∑
r Dmr(1 + Qm(N− er))λr/λ

=

[
∑

i�=m

Qi +
∑

r βr lim
N→∞

(N −∑
i�=m Qi)

]
N/λ = lim

N→∞
N/λ

(16)

where λ =
∑

r λr, λr = βr/Dmr and, thus, we obtain that Little’s law holds also
in the limit. Note that the original formulation of Little’s law assumes that N is
finite [14]. Hence, the following asymptotic curve for system response time holds

C(N) = N/λ. (17)

To take into account the load-dependence of m, in (17) we make the replacement
Dmr ← Dmr/xm(N −∑

i�=m Qi) which yields, according to (4), an asymptoti-
cally correct formula (recall that in the limit Qm →∞ and xm(Qm) <∞).

The response time asymptotic curve obtained assuming R = R′ can be anal-
ogously written also when R′ < R. For instance, assuming load-independent
stations, we can write [8]

lim
N→∞

Cir(N) = Dir

1 +
∑R

s=R′+1 Qis(NR′+1, . . . , NR)

1−∑R′

s=1 λsDis

, (18)

i �= m, r ≤ R′. In this case, however, the computational effort needed by the
resulting asymptotic curves is higher than the case in which R′ = R because it
requires the solution of a closed model with R − R′ classes. The response time
asymptotic curve is then given by

C(N) =
N

∑R′

r=1 λr +
∑R

R′=1 Xr(NR′+1, . . . , NR)
(19)

where Xr(NR′+1, . . . , NR) denotes the system throughput of non-heavy cus-
tomers of class r.

5 Numerical Results

In this section we illustrate some numerical results in order to show the accu-
racy of our asymptotic analysis. We remark that real systems do have thousands
of customers and our analysis is mainly addressed to solve models with large
population sizes. However, we were unable to quantify an accurate theoretical
bound on the minimum number of customers able to guarantee a given preci-
sion threshold. Intuitively, if non-bottleneck loadings are low with respect to the
bottleneck ones then this bound is low because non-bottleneck queue lengths
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quickly converge to their asymptotic values, i.e. most of the jobs quickly tends
to accumulate in the bottleneck. Conversely, if non-bottleneck loadings are high
then this bound increases. Hence, we take into account this intuitive considera-
tion by numerically evaluating the accuracy of the asymptotic curves discussed
in previous section for different values of the ratio

θ = max
r,i�=m

lim
N→∞

Dir

Dmr

xm(N)
xi(N)

. (20)

Thus, as θ increases the highest non-bottleneck loading approaches to the one
of the bottleneck. Note that 0 < θ < 1. Within the c-th experiment, let

Ec(C) = |CApp,c − CEx,c| 1

CEx,c
100% (21)

be the percentage relative error of the approximate estimate CApp,c of system
response time with respect to its exact value CEx,c. As output measure we
choose system response time because it is the less robust performance measure.

We first evaluate the accuracy of our analysis assuming a proportional popula-
tion growth, i.e. R′ = R. Let θ ∈ {0.1, 0.3, 0.5, 0.7, 0.9}. For each θ, we randomly
generate 500 two-class models choosing M between 2 and 10, non-bottleneck
loadings in range [0, 50] and proportionally increase N from 20 to 80 with step
20 where all Nr are randomly chosen in order to sum N . We did not consider
models with three classes or higher population sizes because of the prohibitively
expensive space and time requirements needed by our implementation of the
(load-dependent) MVA supported by the multiprecision library [10] which over-
comes numerical instabilities typically arisen by load-dependent stations. We
assume that all stations, including the bottleneck, are (type-1) load-dependent.
The load-dependent stations we consider are multiple-servers, Heffes [11], i.e.
xi(n) = n/(n + αi), αi > 0, and step-wise stations, i.e. xi(n) = xi1 if n < αi

otherwise xi(n) = xi2. Within such load-dependencies, it is well-known that
there exist simple closed-form formulas for the asymptotic queue-length: for in-
stance, for Heffes stations Qi = (1 + αi)ρi/(1− ρi). For multiple-server stations
we assume a maximum of 40 servers, for Heffes and the step-wise stations we
assume α ≤ 40. The loadings of the bottleneck station are generated in order to
satisfy (4) and (20). In particular, to better stress the accuracy of our analysis,
we ensure that condition (4) is verified for non-zero N ′s. This essentially slows
the convergence speed of our formulas because m, for small populations, is not
the most overloaded station.

In each point of the left-hand side graphs of Figure 1, we show the values of
E(C) =

∑500
c=1 Ec(C)/500 for different population sizes and what we notice is

that the value of θ does affect the accuracy of our asymptotic estimates which
in any case quickly converge to exact values. Our asymptotic estimates capture
very well the network dynamics even for small population sizes. We remark that
in real-world systems N = 80 is small and for this value we obtain E(C) = 4.5%.
Thus, formula (17) can be adopted for the accurate, on-line and stable solution of
models which currently would require a prohibitive amount of memory and time
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arising, at the same time, numerical instabilities. The high errors obtained for
N = 20 are due to the fact that for such too small populations our analysis tends
to overestimate the queue length of non-bottleneck stations underestimating the
one of the bottleneck m. We proved that this problem vanishes as N increases.

We now evaluate the accuracy of our analysis assuming a semi-proportional
population growth. We randomly generate, for each θ, 500 three-class models
choosing R′ = 1 or R′ = 2 with equal probability. Since the space and time
requirements characterizing the (load-dependent) MVA let us solve only models
with small population sizes, for this case we assume that all queues are load-
independent. This lets us adopt a more efficient implementation of the MVA
and evaluate the accuracy of our analysis exploring models with larger popu-
lations. Thus, we semi-proportionally increase N from 50 to 600 with step 50.
The number of non-heavy customers is randomly chosen between 5 and 200. In
each point of the right-hand side graphs of Figure 1, we show the values of E(C)
for different θs. We observe again the high accuracy and the fast convergence to
exact values of formula (19). Note that for N = 600, we have E(C) = 0.17%.
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Fig. 1. E(C) assuming a proportional (semi-proportional on the right) growth and
load-dependent (respectively load-independent) stations

6 Conclusions

In this paper we proved the exact asymptotic behavior of closed BCMP networks
with load-dependent stations under the semi-proportional population growth
and assuming the existence of a common bottleneck for sufficiently large pop-
ulation sizes. We proved the asymptotic equivalence between closed and open
or mixed networks showing that the performance indices of a closed model con-
verge (in the limit) to the performance indices of a suitable open or mixed model.
On the basis of this result, we provided asymptotically correct formulas for the
efficient solution of closed networks with large population sizes as well as the
behavior of the well-known Little’s law in the limit. Numerical results showed
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that the solution of closed multiclass network with load-dependent stations can
be obtained on-line exploiting simple formulas which provide a good accuracy.
Such formulas can be used in many frameworks: they are able to pursue the
dynamic environment in which Internet applications are deployed, can be em-
bedded in optimization problems which need the solution of several models in a
short time and can be adopted to characterize flow-equivalent servers which are
usually used in the hierarchical modeling of large networks.
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A Proof of Theorem 1

For simplicity, we assume that pmm,r = 0, ∀r. Consider a closed BCMP network
with population N and the mixed network defined in the theorem. We first an-
alyze the case in which the mixed network has population size constraints with
lost arrivals, i.e. inside the mixed network we impose that the class-r heavy cus-
tomers cannot exceed Nr units. For each state of the network n, if

∑
i nir = Nr,

r ≤ R′, then a class-r customer which attempts to enter the network is dropped
and lost, otherwise it is accepted. Thus, for each finite N , there exists a non-null
throughput of class-r dropped jobs. We show that the underlying Markov chains
of the closed and the constrained mixed network are equivalent if we ignore the
transition rates related to departures from m and external arrivals. Then we let
population N grow to infinity keeping constant mix β(N1, . . . , NR′) in order to
show that the transition rates related to departures from m asymptotically con-
verge to the transition rates related to departures of the mixed (unconstrained)
network. Let Ω(N) = {n∗ | ∑

i n∗
ir = Nr, ∀r} be the set of network states n∗ of

the closed network. Let Ψ(N) be the set of network states n of the respective
mixed network with station m removed and population size constraints N, i.e.

Ψ(N) =
{
n | ∑

i�=m nir ≤ Nr, r ≤ R′ ∧ ∑
i�=m nir = Nr, r > R′

}
, (22)

where to keep notation simple, we assume that n is a M ·R dimensional matrix
in which nmr = 0, ∀r. Now we provide a bijection f : Ψ(N)→ Ω(N), and show
that each pair of states (n,n∗ = f(n)) provides the same in-going and out-going
transition rates if we ignore the transition rates related to departures from the
bottleneck station m in the closed model and departures from the network in
the open model. The bijection f associates state n to state n∗ as follows

n∗
ir = nir i �= m, ∀r

n∗
mr = Nr −

∑
i�=m nir ∀r. (23)
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Within assumption (9), it is easy to see that n∗
mr = 0, r > R′. We define

μ̂ir ≡ μ̂ir(ni) ≡
{

μirxi(ni) If station i has a type-1 load-dependence
μiryir(nir) If station i has a type-2 load-dependence (24)

as the effective service rate of station i when ni customers visit i. We denote by
emr the M -row and R-column matrix with the m-th item of the r-th column set
to one and all the others set to zero. We also define δ(x) = 1 if x �= 0, otherwise
0. We now prove the equivalence between both Markov chains. The transition
rate from state n to state n−eir +ejr due to a class-r customer departure from
i to j, i �= m, j �= m, is

pij,rμ̂irδ(nir)nir/ni (25)

and analogously from state n∗ to state n∗ − eir + ejr is

pij,rμ̂irδ(n∗
ir)n

∗
ir/n∗

i . (26)

Bijection (23) ensures that both transition rates are equal. The transition rate
from state n to n− eir due to a class-r customer leaving the network from i is

pi0,rμ̂irδ(nir)nir/ni (27)

where pi0,r = pim,r, and analogously from state n∗ to state n∗ − eir + emr is

pim,rμ̂irδ(n∗
ir)n

∗
ir/n∗

i . (28)

Bijection (23) ensures that both transition rates are equal. The transition rate
from state n to n + ejr due to an external class-r customer arrival to i is

p0j,rλrδ (Nr −
∑

i nir) (29)

where p0j,r = pmj,r, λr = μ̂mrβ
′
r, and analogously from n∗ to n∗ + ejr − emr is

pmj,rμ̂mrδ(n∗
mr)n

∗
mr/n∗

m. (30)

Transition rates (29) and (30) are not equal since, for instance, β′
r �= n∗

mr/n∗
m.

We now let N semi-proportionally grow to infinity. Bijection (23) still holds by
induction and for heavy customers we have

lim
N→∞

n∗
mr

n∗
m

= lim
N→∞

Nr −
∑

i nir∑
s (Ns −

∑
i nis)

= β′
r (31)

and δ (Nr −
∑

i nir) = δ (n∗
mr) = 1. In the limit we have that the ergodicity

condition is satisfied by assumptions (4) and (5) (recall that the stability of
a mixed network is unaffected by the presence of closed classes [19]) and this
means that Qi < ∞, ∀i �= m, and no job can be dropped, i.e. the population
size constraints are removed. As N → ∞, states n and n∗ have the same out-
going and in-going transition rates. Since the pair of states (n,n∗) is generic, we
conclude that both underlying Markov chains are equivalent and that the closed
network converges to the mixed (ergodic) network defined in the theorem.
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Abstract. We consider an open queueing network of generalized queues
with several class of customers and one class of signal. Each queue has
an infinite capacity and one server. The service time is exponential. The
service discipline is Processor Sharing. After its service completion a
customer moves to another queue and may become a signal. When the
signal enters a non empty queue it vanishes while it resets the queue when
it enters an empty queue. We prove that the steady state distribution
for such a network of queues has a product form solution. To the best
of our knowledge it is the first multiclass network of generalized queues
and resets with product form solution.

1 Introduction

In this paper we present a novel extension of G-networks of queues with several
classes of customers and one class of signal. We introduce a new type of “reset”
customers recently considered by Gelenbe and Fourneau in [17]. We prove that a
new extension of these networks with a different type of resets still has a product
form for its stationary regime. To the best of our knowledge, it is the first result
on multiclass network with product form in the context of queues with customers
and resets.

The first type of signal introduced by Gelenbe was described as a negative
customer [9]. A negative customer deletes a positive customer in a queue at
its arrival if it is possible. Positive customers are usual customers in classical
queueing networks. A negative customer is never queued. Under typical assump-
tions (Poisson arrival for both types of customers, exponential service time for
positive customers, Markovian routing, independence, open topology) Gelenbe
proved that such a network has a product form solution for its steady-state
behavior. The flow equation for these networks exhibits some uncommon prop-
erties: it is neither linear as in closed queueing networks nor contracting as in
open queueing networks like Jackson networks [22]. Therefore the existence of a
solution had to be proved [10] and a numerical algorithm had to be developed
[3]. Network of positive and negative customers were introduced to model neural
networks where neurones exchange inhibitory and exciting signals [8,13].
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c© Springer-Verlag Berlin Heidelberg 2008



222 J.-M. Fourneau

Traditionally, queueing networks model systems with customers which circu-
late among a finite set of servers, waiting for service, obtaining service at each
of the servers and moving from server to server. Such systems are either closed
(and do not receive customers from the outside world), or open (with customers
arriving from the outside world and then leaving when they are done with their
work). Queueing models typically do not have provisions for some customers
being used to eliminate other customers, or to redirect other customers among
the queues. In other words, customers in traditional queueing networks cannot
exert direct control on other customers. G-network models overcome some of
the limitations of conventional queueing network models and still preserve the
computationally attractive product form property of some Markovian queueing
networks. They contain unusual customers such as negative customers which
eliminate normal customers, catastrophes which flush all the customers out of
a queue and triggers which move other customers from one queue to another
[11,12]. Multiple class versions of these models have also been derived [4,5,15]
to generalize BCMP theorem [2]. Currently there are several hundred references
devoted to the subject, and a recent journal special issue [14] and a book [24]
provide insight into some of the research issues, developments and applications
in the area of networks of queues with customers and signals. G-networks have
also been the source of new interesting questions and techniques (see for instance
[21]). Note however that the composition of reversed process studied in [21] has
been extended to networks of multiclass queues.

Most of the current applications of G-networks are currently in the field of
random neural networks [8,13] because the product form solution leads to an
efficient learning procedure. For instance Rubino and his coauthors have used
random neural networks based on G-networks with positive and negative cus-
tomers to obtain a subjective evaluation (i.e. based on users satisfaction) of
Quality of Service for streaming videos on packet networks [23,25]. G-networks
and Random Neural Networks were also used to build the learning process for
Cognitive Packet Networks [16,19]. G-networks have been proposed to model
virus propagation [20], agents [26] and work deletion in a queue [1].

In a former study [17], we have introduced a new type of signals in an open
network of queues. These signals are denoted as resets and they do not delete
customers. More precisely a signal has the following behavior. When it arrives
at a queue, it has one of two following effects according to the size of the queue:

– If the queue is non-empty, the reset deletes a customer or triggers a customer
movement.

– If the queue is empty then the queue is reset to a random queue length whose
distribution is somehow related to the stationary distribution at that queue.

The transitions associated with resets are quite different from the transitions in
the model of a network with positive and negative customers. But both systems
have the same flow equation to define the loads. This equivalent flow equation
leads to interesting questions on the nature of flow equations and how we can
transform at the same time Markov chains and flow equation to keep product
form solution [18,6]. More recently we have proved in [7] that a closed queueing
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network with resets has a product form solution for a new type of resets. All the
results proved since the seminal papers by Gelenbe in the early nineties [9,11,12]
deal with open networks of queues. This assumption is necessary because the
signals considered in these papers always delete at least one customer. Thus in
a closed network such a signal leads to an empty network of queues which is
an absorbing state. Thus we do not have product form for signals which only
delete customers. However the three theorems in [7] show that the steady state
solution has product form when the resets satisfy some constraints.

Here we generalize the G-network of queues with resets in another direction.
We consider a network with several classes of customers, one class of signal, an
open topology, processor sharing queues. A signal deletes a customer when it
enters the queue if there is any. But if the queue is empty, it makes the queue
jump to any arbitrary state (except one state). This last action is denoted as a
reset.

The paper is as follows. In Section 2, we introduce the model and we prove
that this model has product form solution for the steady-state distribution under
the usual assumptions (Poisson arrivals, exponential service times for ordinary
customers, Markovian customer movement). For the sake of readability the de-
tails of the proof are postponed into an appendix. In Section 3 we study the
existence of a solution to the fixed point system which generalizes the usual flow
equation.

2 A Network of Generalized Queues with Resets and Its
Product Form Solution

We investigate generalized networks with an arbitrary number N of Processor
Sharing queues. We consider K classes of positive customers and only one class
of signal.

State: The state of the queueing network is represented by the vector x =
(x1, x2, . . . , xN ), where component xi denotes the state of queue i. As usual with
multiple class PS queues, the state of queue i is given by vector (x(1)

i , x
(2)
i , . . . ,

x
(p)
i ), where component x

(k)
i is the number of customers of class k in queue i.

Furthermore, we note ||xi|| the total number of customers in queue i. We denote
by (xi + e(k)) (resp. (xi − e(k))) the state of queue i obtained by adding (resp.
suppressing) one customer of class k. Similarly, we denote by (x + e

(k)
i ) (resp.

(x + e
(k)
i )) the network state obtained by adding (resp. suppressing) a single

customer of class k in queue i. Vector (x⊕ (i, 0)) is equal to x except component
xi which is equal to vector 0 (i.e. queue i is empty).

External Arrivals: The external arrivals to the queues follow independent Pois-
son processes. The external arrival rate at queue i is denoted by λ

(k)
i for positive

customers of class k. For the sake of readability we assume that there is no
external arrivals of signals into the queues but the extension is straightforward.
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Service: The customers are served according to the processor sharing (PS) pol-
icy. The service times are assumed to be iid exponential with intensity μ

(k)
i for

customers of class k in queue i. Thus, as usual with PS queues, there is a service

completion of a class k customer in queue i with rate μ
(k)
i

x
(k)
i

||xi|| .

Signals: Signals are not queued in the network. At its arrival at a queue, a signal
destroys a positive customer if there is any and then vanishes instantaneously.
Every customer is the queue has the same probability to be deleted by the signal.
Thus, as usual with PS queues with signals which delete a customer, there is a

deletion of a class k customer with rate c
x
(k)
i

||xi|| where c is the arrival rate of signal
at queue i.

Resets: If, at its arrival, the queue is already empty, a signal resets the queue.
The queue jumps to an arbitrary state xi with distribution τi() which will be
precisely defined in the theorem. Note at this step that all states can be reached
by a reset except the empty queue state.

Customer Movement: At its service completion time in queue i, and according
to a Markovian transition matrix, a customer of class k may join queue j as a
positive customer of class l with probability P

+(k,l)
i,j , or as a negative customer

with probability P
−(k)
i,j . It may also leave the network with probability d

(k)
i . We

assume that a customer cannot return to the queue it has just left neither as a
positive customer nor as a signal: P

+(k,l)
i,i = 0 and P

−(k)
i,i = 0 for all i, k and l.

As usual, we have:

∀i, k
N∑

j=1

K∑

l=1

P
+(k,l)
i,j +

N∑

j=1

P
−(k)
i,j + d

(k)
i = 1. (1)

Let p(x) be the stationary probability distribution of the network state if it
exists. The following result establishes the existence of a product form solution
if a fixed point system has a solution which satisfies the stationary constraints.

Theorem 1. Consider an arbitrary open G-network with p classes of positive
customers and a single class of signal. Assume that the Markov chain is ergodic.
Assume that the distribution τi(xi) is given by:

τi(xi) =
K∑

k=1

α
(k)
i gi(xi − e

(k)
i )11{x

(k)
i >0}, (2)

where 11X is the indicator function. If the system of non-linear equations:

ρ
(k)
i =

λ
(k)
i +

∑ N
j=1

∑ K
l=1 μ

(l)
j ρ

(l)
j P

+(l,k)
j,i +α

(k)
i Λ−

i

μ
(k)
i +Λ−

i

,

α
(k)
i = ρ

(k)
i∑K

l=1 ρ
(l)
i

,

Λ−
i =

∑N
j=1

∑K
l=1 μ

(l)
j ρ

(l)
j P

−(l)
j,i ,

(3)



Multiclass G-Networks of Processor Sharing Queues with Resets 225

has a positive solution such that for all station i:

K∑

k=1

ρ
(k)
i < 1, (4)

then the system stationary distribution has a product form:

p(x) =
N∏

i=1

gi(xi), (5)

where

gi(xi) = (1−
K∑

k=1

ρ
(k)
i )||xi||!

K∏

k=1

(ρ(k)
i )x

(k)
i

x
(k)
i !

. (6)

Proof: Before proceeding with the proof it is worthy to remark that gi is a
distribution probability. Therefore there is no need of a normalization constant
in Eq. 5.

Similarly a simple counting argument shows that τi is a distribution probability.
The proof is based on the resolution of the Chapman Kolmogorov equation

describing the steady-state on the process. We note M
(k)
i (xi) the departure rate

of customers of class k from the queue i. Since the service discipline considered
is processor sharing, M

(k)
i (xi) can be written as a function of μ

(k)
i :

M
(k)
i (xi) = μ

(k)
i

x
(k)
i

|xi| 11{||xi||>0}. (7)

Let us write now the Chapman Kolmogorov equation:

p(x)
N∑

i=1

[
K∑

k=1

(λ(k)
i + M

(k)
i (xi))

]
=

N∑

i=1

K∑

k=1

λ
(k)
i p(x− e

(k)
i )11{x

(k)
i >0} [1]

+
N∑

i=1

K∑

k=1

M
(k)
i (xi + e(k))d(k)

i p(x + e
(k)
i ) [2]

+
N∑

i=1

N∑

j=1

K∑

k=1

K∑

l=1

M
(k)
i (xi + e(k))P+(k,l)

i,j p(x + e
(k)
i − e

(l)
j )11{x

(l)
j >0} [3]

+
N∑

i=1

N∑

j=1

K∑

k=1

K∑

l=1

M
(k)
i (xi + e(k))P−(k)

i,j p(x + e
(k)
i + e

(l)
j )

x
(l)
j + 1
|xj |+ 1

[4]

+
N∑

i=1

N∑

j=1

K∑

k=1

M
(k)
i (xi + e(k))P−(k)

i,j p
(
(x + e

(k)
i )⊕ (j, 0)

)
τj(xj) [5].
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Let us give some explanations about the right-hand side of this equation. The
first term corresponds to external arrivals of customers of class k in queue i.
The second term corresponds to end of service and departure to the outside.
The third term considers the case where a customer of class k leaves queue i for
queue j as a customer of class l. In the fourth term we describe a customer of
class k leaving queue i for queue j as a signal which deletes one customer. All
customers have the same probability to be deleted by the signal. Thus the class
of the deleted customer is distributed following the ratio of customers of class
l in the queue before the deletion. Finally there is a transition from an empty
queue l which receives a signal from queue i and which jumps to state xj with
probability τj(xj). The proof is detailed in the appendix. This system has, as
usual with G-network, a non linear flow equation.

Lemma 1. The flow equation (i.e. Equation 8) is satisfied.
N∑

i=1

K∑

k=1

λ
(k)
i =

N∑

i=1

K∑

k=1

μ
(k)
i ρ

(k)
i d

(k)
i +

N∑

i=1

K∑

k=1

Λ−
i ρ

(k)
i . (8)

Proof: Consider again the fixed point system (Eq. 3).

ρ
(k)
i (μ(k)

i + Λ−
i ) = λ

(k)
i +

N∑

j=1

K∑

l=1

μ
(l)
j ρ

(l)
j P

+(l,k)
j,i + α

(k)
i

N∑

j=1

K∑

l=1

μ
(l)
j ρ

(l)
j P

−(l)
j,i . (9)

Now do the summation for all indices i and k and note that
∑K

k=1 α
(k)
i = 1, for

all i:
N∑

i=1

K∑

k=1

ρ
(k)
i μ

(k)
i +

N∑

i=1

K∑

k=1

Λ−
i ρ

(k)
i =

N∑

i=1

K∑

k=1

λ
(k)
i

+
N∑

i=1

K∑

k=1

N∑

j=1

K∑

l=1

μ
(l)
j ρ

(l)
j P

+(l,k)
j,i

+
N∑

i=1

N∑

j=1

K∑

l=1

μ
(l)
j ρ

(l)
j P

−(l)
j,i .

After factorization:
N∑

i=1

K∑

k=1

ρ
(k)
i μ

(k)
i +

N∑

i=1

K∑

k=1

Λ−
i ρ

(k)
i =

N∑

i=1

K∑

k=1

λ
(k)
i

+
N∑

j=1

K∑

l=1

μ
(l)
j ρ

(l)
j (

N∑

i=1

K∑

k=1

P
+(l,k)
j,i +

N∑

i=1

P
−(l)
j,i ).

Taking into account that the sum of routing probabilities is 1 (i.e. Eq. 1) we get:
N∑

i=1

K∑

k=1

ρ
(k)
i μ

(k)
i +

N∑

i=1

K∑

k=1

Λ−
i ρ

(k)
i =

N∑

i=1

K∑

k=1

λ
(k)
i +

N∑

j=1

K∑

l=1

μ
(l)
j ρ

(l)
j (1− d

(l)
j ).

After cancellation of terms we obtain the flow equation. ��
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3 Existence of a Solution to the Fixed Point Equation

The proof of the existence of a fixed point of system (3) under general assump-
tions is crucial since existence of the product form is given under existence of a
solution to that system of equations. In that section we use Brouwer’s fixed point
theorem to prove that a positive solution of system (3) exists. However we do
not prove that the stability condition (i.e.

∑K
k=1 ρ

(k)
i < 1) is satisfied. Brouwer’s

fixed point theorem requires that we find a compact and convex set S such that
function F is continuous on S and F (S) ⊆ S.

Before we give a sufficient condition of existence of a fixed point to mapping
F , let us introduce some notions.

Definition 1. A non negative matrix M is transient if and only if:

lim
n→+∞Mn = 0.

Property 1. If M is transient then (I −M) is invertible.

Definition 2. For two vectors u and v, we note u � v if each component of u
is less or equal to the corresponding component of v.

Let us now define F an operator on (IR+)N×K defined by its components F
(k)
i

which is applied on vector q whose components are q
(k)
i = μ

(k)
i ρ

(k)
i :

F
(k)
i (q) =

λ
(k)
i +

N∑

j=1

K∑

l=1

q
(l)
j P

+(l,k)
j,i +

∑N
j=1

∑K
l=1 q

(l)
j P

−(l)
j,i ρ

(k)
i

ρi

1 +
∑

N
j=1

∑
K
l=1 q

(l)
j P

−(l)
j,i

μ
(k)
i

.

We investigate the existence of a fixed point for F .

Theorem 2. Consider an open G-network such that for every queue index i

there exists a class index k such that λ
(k)
i > 0, system (3) has a solution in

(IR+)N×K .

Proof: We define a new operator, say G, on (IR+)N×K by its components:

G
(k)
i (q) = λ

(k)
i +

N∑

j=1

K∑

l=1

q
(l)
j P

+(l,k)
j,i +

N∑

j=1

K∑

l=1

q
(l)
j P

−(l)
j,i .

Let λ be the vector with components λ
(k)
i . Using a matrix formulation, the

definition of G may be restated as G(q) = λ + q(P+ + P−). Since we are in an
open G-network, P+ + P− is transient, then (I − P+ − P−) is invertible and G
has a fixed point q defined by:

q = λ(I − P+ − P−)−1.
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Now, we define S0 a subset of (IR+)N×K as follows:

S0 = {q ∈ (IR+)N×K : 0 � q � q}.
S0 is compact and convex. Since the network is open, it exists i, k such that
λ

(k)
i > 0 and consequently λ 	= 0. Thus q 	= 0 and the interior of S is not empty.
Clearly, F � G and G is non-decreasing , so for all q in S0 we have:

F (q) � G(q) � G(q) = q,

and then F (S0) ⊆ S0.
But function F is not defined when ρi = 0 for some index i. And the limits

depend of the ratio ρ
(k)
i /ρi when both ρ

(k)
i and ρi go to 0. Thus we must improve

the definition of the set we consider.
Let us now define a componentwise lower bound of F .

q(k)
i

=
λ

(k)
i μ

(k)
i

μ
(k)
i +

∑N
j=1

∑K
l=1 q

(l)
j P

−(l)
j,i

.

Again, it is clear that q � F (q) for all q � q � q and for all i there exists an

index k such that q(k)
i

is positive as by assumption λ
(k)
i is positive. Therefore we

define S as follows:

S = {q ∈ (IR+)N×K : q � q � q}.
Then S is compact and convex and has a non empty interior, F is continuous
and F (S) ⊆ S. F satisfies assumptions of Brouwer’s theorem and F has a fixed
point (say q0). ��
We can remove the technical assumption of the previous theorem (i.e. ∀ i ∃ k

such that λ
(k)
i > 0). But the proof is much more complex and is based on another

function H which is also a component-wise lower bound of F :

H
(k)
i (q) =

λ
(k)
i μ

(k)
i + μ

(k)
i

∑N
j=1

∑K
l=1 q

(l)
j P

+(l,k)
j,i

μ
(k)
i +

∑N
j=1

∑K
l=1 q

(l)
j P

−(l)
j,i

.

The proof is omitted for the sake of readability.

Property 2. Remark that G is the fixed point system we get in a model of a
network of PS queues with routing matrix R = P+ + P− and same service and
arrival rates. If q implies that this network without signals is stable, then the
G-network of PS queues with resets is also stable (i.e.

∑K
k=1 ρ

(k)
i < 1 for all i).

Proof: indeed we have proved that the fixed point of the G-network with reset is
componentwise smaller than the fixed point of the network with usual customers:
for all q in S, F (q) � q. This is also true for q0 as q0 ∈ S. As the service rates
μ

(k)
i are the same for both networks, this relation implies that the stability

condition of the usual network of PS queues implies that
∑K

k=1 ρ
(k)
i < 1. ��
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Finally one can remark that the uniqueness of the steady-state distribution of
an ergodic Markov chain implies the uniqueness of the solution of the fixed point
system which satisfy the stability constraints. It remains to prove an algorithm to
find the numerical solution of the fixed point. This is not an easy task because the
equations are not linear and this property may lead to non convergent numerical
algorithm even if we are very close to the solution [6]. A new version of the
envelop algorithm developed in [3] is still under study to prove its convergence.

4 Conclusion

The first product form result for networks with positive and negative customers
[9] had been the source of a large number of questions and problems in var-
ious fields of stochastic modelling. The first signals considered always delete
customers. Thus G-networks have been proposed to model work deletion. For
instance, a network of queues with jumps back to zero can model the removal of
pieces which fail a statistical test based on the analysis of a sample.

Resets are completely different. When a signal enters a non empty queue, we
have a customer deletion but when the queue is empty, the resets make the queue
size positive with probability one. And the size reached after a signal reception is
not upper bounded.Thus,wehave amore complex dynamics than a single deletion.

This work is the first multiclass G-networks of queues with product form
solution. So its main contributions are theoretical. A natural (and theoretical)
question is to try to extend this result to other types of station such as LIFO,
FIFO and Infinite Server queues. This is not that easy. First, to the best of our
knowledge it was not possible to prove such a result for Infinite Server when the
signals delete customers. All the theorems previously published on Multiclass
G-networks with signals only consider PS, LIFO and FIFO queues [4,15]. Some
results [5] are even more restrictive and only apply for PS queues. Furthermore
the distribution τi must be dependent of the service discipline and every state
can be reached by a reset. Note that we must consider the detailed state space
which takes into account the position of the customer in the queue. Such an
assumption makes the analysis very complex but also very interesting. Further
works are necessary before we can use these theorems on real examples but we
think that they open new directions to apply G-networks in stochastic modeling.
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A Appendix: Proof of the Theorem

Consider again the Chapman Kolmogorov equation for steady-state:
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Divide both sides of the equation by p(x) and make the following
simplifications:
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After substitution we get:

N∑

i=1

K∑

k=1

λ
(k)
i +

N∑

i=1

K∑

k=1

μ
(k)
i

x
(k)
i

||xi||11{||xi||>0} =

N∑

i=1

K∑

k=1

λ
(k)
i

x
(k)
i

ρ
(k)
i ||xi||

11{x
(k)
i >0} [1]

+
N∑

i=1

K∑

k=1

μ
(k)
i ρ

(k)
i d

(k)
i [2]

+
N∑

i=1

N∑

j=1

K∑

k=1

K∑

l=1

μ
(k)
i ρ

(k)
i P

+(k,l)
i,j

x
(l)
j

ρ
(l)
j ||xj ||

11{x
(l)
j >0} [3]

+
N∑

i=1

N∑

j=1

K∑

k=1

K∑

l=1

μ
(k)
i ρ

(k)
i P

−(k)
i,j ρ

(l)
j [4]

+
N∑

i=1

N∑

j=1

K∑

k=1

μ
(k)
i ρ

(k)
i P

−(k)
i,j

gj(0)
gj(xj)

τj(xj) [5].

Consider now the last term of the right hand side. Because of assumptions on
the distribution τi(), the fixed point system 3 and the definition of the marginal
probabilities in equation 6, we obtain:
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Clearly we can also substitute indices j and l with i and k in this last term.
We perform the same substitution in the third term of the CK equation. After
substitution in the global equation, we reorganize the last term and move the
negative part on the left side of the equation:
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factorize them:
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Abstract. In this paper we investigate the market economy of a Peer-to-
Peer network for Grid Computing. We present a simulation of P2P net-
work where nodes either require or offer resources, which can be thought
as CPU time for example. We examine the market behaviour of the P2P
network for Erdős-Rényi and Barabási-Albert networks types of different
sizes ranging from 4,096 nodes to 1,048,576 nodes. We find that utilisa-
tion and market behaviour depend on the network type but not the size.
Similarly, different price update algorithms have little effect on the price
development, which is more determined by the network type. We also
measure the average buffer size and number of messages in the system.
For the Barabási-Albert network, we find that the buffer size of each
node has an effect on the price development in the system. The results
are useful to guide designers of P2P Grid computing systems, like the
Global Open Grid.

1 Introduction

The concept of Grid computing [1] has now become a well established as a
paradigm for distributed computing. In recent years it has been suggested to use
peer-to-peer (P2P) technology to build the Grid infrastructure [2,3,4]. Together
with economic incentives this technology will be used for service discovery and
scheduling of Grid resources and jobs. In economics this relates to Hayek’s idea
of Catallaxy [3,5] as explained in detail in [2].

The idea to use economic mechanisms to manage access to computer systems is
fairly old and the first reference is usually credited to Sutherland [6]. He describes
an auctioning scheme used to manage access to a PDP-1. Later, more involved
approaches were developed for mainframes, see for instance [7,8]. However, most
approaches taken in the mainframe days can not be applied to the Grid, as any
central service will normally not scale and prevent the system from becoming
larger.

Previously centralised auction models have been investigated for the allocation
of Grid resources. For example [9] used a three tier market set-up of producers,
brokers and end-users. Another centralised allocation model is Tycoon [10]. An
example of an existing P2P Grid is the data grid P-grid [4], which allows large
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scale sharing of data securely. A more sophisticated system is the Gobal Open
Grid (GOG) described in [2], which also includes an economic framework. In this
paper we present results of simulations of a simplified version of the GOG. One
of the main motivation for this work is the desire to assist to establish a market
economy for Grid Computing similar to that of privatized electricity markets for
instance [11], which is a large Multi-Agent-Simulation of potential changes to
the electricity market. In the electricity markets, one of the main difficulties for a
regulator is to detect collusion of providers in order to force up prices. In [12] the
authors describe how equilibrium auction theory can be used to detect collusion.
With the simulations of our model, it might be possible to determine whether
any such behaviour is actually based on agents decisions or in fact determined
by the market rules. In the latter case the regulator could try to change rules
and therefore make detection of cartels easier.

One should also mention that in the Physics community relevant related re-
search has for instance been conducted by Rosvall and Sneppen [13], who in-
vestigate the information horizon of agents on a network. They investigate the
propagation of information on networks with agents that have only local knowl-
edge. There is also a recent paper by Goshal and Newman [14] which describes
a method to self-organize a network that is not scale-free to reduce search time.
Whilst some P2P networks show signs of a scale-free small world network [15],
this is not necessarily a desirable feature when nodes search for information in
the network.

In this paper we first summarize some basic graph theory. Then we describe
the two P2P models (plain vanilla and MaGoG) that we investigate. In both
models buyer and seller nodes try to allocate resources by the exchange of money.

We find that, in a system where resources are held indefinitely and only one
resource per buyer is allowed, it depends on the network structure how long it
takes the system to satisfy all nodes, if that is possible. If resources are released
and re-advertised after a certain time period, we find that the simulation results
indicate that the P2P system settles to an equilibrium on all of the network
types we tested. Also, the system measures are independent of the network size
for networks of the same type.

2 P2P Networks and Graphs

P2P networks are essentially overlay networks which live on top of existing infras-
tructure. The P2P networks we evaluate here are non-centralised, unstructured
networks. For an overview of other existing P2P networks and their details,
see [16].

Graph theory can be used to classify networks. A graph (or network) consists
of N vertices (nodes) and E edges (links) between the vertices. Vertices can be
classified by their node degree, which is the number of in or out going edges. For
an undirected those numbers are the same. Graphs are called connected when
there is path from any node to any other node. Of interest are measures like
average node degree or the distribution of the node degree. A network is also
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characterized by the diameter, which is the longest shortest path between nodes
of the network. A measure indicating how connected nodes are is the clustering
coefficient. It is essentially the ratio of existing links a node and its neighbours
have compared to all possible links. An easy way to categorize graphs is to look
at their node degree distribution. On the one extreme there is the Erdős-Rényi
graphs [17], where the degree distribution tends to a Poisson distribution for
large connected graphs

n(k) ≈ NKk e−K

k!
.

K is the average degree distribution. Then there are small world networks de-
scribed by Watts and Strogartz [18], which have a much higher clustering co-
efficient compared to a random network with a similar average distance of all
shortest paths between all nodes. Barabási and Albert describe in [19] networks
that have a scale-free or power law distribution of the node degrees

n(k) ≈ (k + const.)−α

which are generated by a growing network. The gradient α of the power law
tends to be between two and three for these networks. For a good review and
more details of complex networks, see for instance [20]. It has been shown Freenet
is scale-free [15] and also Gnutella is a small-world and scale-free network [21].
Therefore we choose both scale-free and random networks for our investigation.

3 The Plain Vanilla Model

The peer to peer overlay network of our “Grid” is defined by a connected graph.
The nodes of the graph are the computing resources connected to the Grid and
are either a

– Buyer. This node tries to acquire a resource and bids a maximum price it is
willing to pay.

– Seller. A node that sells exclusive access to its resource for a minimum price.

Either node type is un-satisfied when they are looking for or are offering service.
Otherwise they are in a satisfied state. In the model, a buyer node sends messages
to its nearest neighbours informing them that it wants to purchase a resource
unit at a price pb. It also forwards messages from its neighbours until a preset
time to live (TTL) has expired. Seller nodes look at incoming messages and
decide whether their own price ps can satisfy an incoming message. They also
forward messages they can not satisfy to their neighbours. If a match can be
made both nodes go into the satisfied state and the message is not forwarded
any further by the Seller node. Later incoming possible matches are ignored.
Satisfied nodes continue to pass on messages.

In the simulation, updates of the nodes happen asynchronously. At each time
step a node is picked randomly and the following actions take place. In [22]
the authors show how parallel updates can induce system behaviour which is
presumably artificial. It is also unrealistic to assume that all nodes have exactly
the same time globally.
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– For a buyer node, the node checks whether its messages have timed out. If
that is the case the node sends out new messages with a slightly increased
price p′b = (1+Δp)pb. The node also forwards all messages that have arrived
from neighbouring nodes.

– A seller node checks all its incoming messages and, if a match can be made, it
contacts the node the message originated from. If that node is still in Buyer
mode, both nodes go into the satisfied state. Otherwise the Seller carries on
as usual. After this, all messages are forwarded to its neighbours. If a seller
fails to attract buyer nodes, it lowers its price p′s = (1−Δp)ps.

– Contracts between a buyer and a seller are always made at a price which is
the average between the price the buyer is bidding and the price the seller
is asking.

– A satisfied buyer or seller node passes all its incoming messages to its nearest
neighbours, excluding the one that sent or passed on the message.

– In the dynamic model, a satisfied node returns to its previous mode after
it has been picked for updates a certain number of times. This also changes
the state of its peer node. We have defined two rules to set the new price
the buyer/seller starts asking/bidding again.
• Method one: both the buyer and the seller, that return to the unsatisfied

state, change their previous price to the price at which the contract with
its partner was made, that is, the average between their price and their
partner’s price, p′n = (pn + pnpartner)/2.
• Method two: the buyer nodes lower their price to a fraction of what they

have just paid, p′b = (1 −Δp)pb, and seller nodes increase their price in
the same way, p′s = (1 + Δp)ps.

Initially, the nodes set into buyer or seller mode have a bidding and asking price
that makes deals possible. We try both fixed prices and overlapping uniformly
distributed prices. Price changes occur either at the end of partnership or when
buyers or sellers fail to find a match. An Epoch consists of N simulation steps
for a network with N nodes.

4 Middleware for Activating the Global Open Grid
(MaGoG)

The design of the Middleware for Activating the Global Open Grid (MaGoG) is
outlined in [2]. The Gobal open Grid (GoG) is an uncentralised P2P network
which is meant to connect all possible computing devices from mobile phones to
supercomputers as nodes using the MaGoG software. The nodes can either be
resource providers or consumers. Using a micropayment system, nodes exchange
real money for their services. Both users and providers send out messages con-
taining the maximum or minimum price the nodes are willing to accept for a
deal (these messages have been dubbed Ask/Bid bees). Nodes only have local
knowledge and know how to contact a finite number of other nodes, known as
their nearest neighbours.
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Messages originate at a consumer or provider node and get sent to the nearest
neighbours. There they remain in a pub (in effect a buffer with memory) and
wait until a matching other message comes along. They are also cloned and
sent to nearest neighbours of the current (pub) node. The belief is that the
usual problems associated with message flooding do not hamper the GoG due to
the idea of providers and consumers advertising their services. Additionally, the
pubs are a more clever message buffer as it retains memory of previously received
messages for longer. However, this is at the cost of more memory usage, which
presumably is not an issue nowadays. In his report [2], the MaGoG market is
compared to that of currencies, stock and futures. The underlying philosophy of
Catallaxy [23] is thought to provide a stable market in MaGoG. In contrast to
the Walrasian [24], no centralised global knowledge is needed for the economic
agents to create a stable market.

Modelling the MaGoG technology is done similarly to the description of the
naive model earlier. The two differences are that both buyer and seller nodes are
now originators of messages. In addition, the buffer mechanism at each node has
been changed, so that messages are retained as long as possible and only copies of
the messages are sent on to neighbours. This turns buffers into pubs. We do not
model any of the intricate details relating to the payment etc. For the dynamic
model, the prices are updated according to method one or two described in the
naive model section.

5 Experimental Results

For the overlay network, we chose graphs that were either Erdős-Rényi (ER) ran-
dom graphs or Barabási-Albert (BA) graphs created with the igraph
package [25].

We have made successful simulations with graphs of different sizes. The largest
one was formed by 1,048,576 nodes. However, we do not show in this paper the
plots resulting from all the graphs that we have used in the simulations, since
our results have proved to be independent of the graph size. Furthermore, in
some figures, with the objective of presenting clearer plot, the results of some
graphs have been omitted.

5.1 Static Model

In a model where none of the nodes ever changes their state after a suitable part-
ner node has been found, we verified the correctness of our simulation. In overlay
networks whose diameter is greater than the TTL or which are disconnected, it
can happen that a small subset of the nodes will not find a partner. Generally,
nodes in the model are satisfied faster on a ER graph than a BA graph of the
same size.

Fig. 1 shows the evolution of a plain vanilla model for a static simulation for
different TTLs. Fig. 2 represents the same as figure 1, but for a MaGoG model
of the system.
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Fig. 1. Demand satisfaction in the plain vanilla static version of the model for different
values of TTL and the two kinds of graphs analyzed (BA and ER)

Since the TTL sets the limit in the number of steps a message can walk from
the node that issued the message, in those networks whose diameter is bigger
than the TTL of the messages, there are nodes that are not able to reach a deal,
since their messages vanish before reaching their potential clients further away
in the network. This fact explains that the ratio of satisfied nodes in the network
is lower than 1 for some of the cases in Fig. 1 and 2. The percentage of satisfied
nodes in an ER network is generally higher than in a BA network due to the
higher degree of connectivity in the ER graph than in a BA graph. Furthermore,
this is the reason why nodes become satisfied faster in ER graphs than in BA
graphs, as one can see from Fig. 1 and 2.

On the other hand, the MaGoG system, i.e. the fact that now both buyers
and sellers send messages (extending the scope of the potential clients) and that
nodes keep a copy of the messages they receive (so that potential future deals can
be arranged in their pubs), makes it possible more nodes can become satisfied
more quickly, as it is easy to see from Fig. 2. In effect this more than doubles
the TTL.

5.2 Dynamic Model

In the dynamic model, satisfied nodes are changed back to the unsatisfied state
after being picked a number of times since they became satisfied. In the sim-
ulation results shown in Fig. 3, this number was set to 10. The value of other
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Fig. 2. Demand satisfaction in the MaGoG static version of the model for different
values of TTL and the two kinds of graphs analyzed (BA and ER)

parameters in this simulation are 10 hops for the time to live (TTL) of messages
and a buffer size of 10 for all nodes.

Despite the fact that the state of the nodes is continuously changing during the
simulations, after a certain number of epochs, all the parameters that have been
measured (messages per buffer, deals per node and ratio of satisfied nodes) reach
an equilibrium in both the plain vanilla version of the system and the MaGoG
one. However, the MaGoG version achieves more stable values, although it takes
longer to reach the equilibrium state.

Fig. 3 shows the average number of messages in buffers, the number of deals
per node and the ratio of satisfied nodes in differently sized BA and ER networks
that use the plain vanilla version of the model.

We successfully ran simulations with networks up to 1m nodes for the BA
case, and their results were not different from the smaller networks. However,
the plots of the results for the 1m-size BA network are omitted in this paper,
since we did not have the equivalent size in the ER network in order to compare
them.

At the end of each epoch there are roughly 1.4 messages in each node’s buffer
for a BA graph, but about seven times as many on a random network. The
random networks also show variation depending on the network size.

Roughly 3.5% of all nodes on a BA network are involved in a deal per epoch.
Again the random network shows a slightly higher number of about 4.7% . But
this time there is no noticeable dependence on the network size.
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Fig. 3. Various measures for differently sized BA (left) and ER graphs (right). The
graph is formed by errorbars, in which the central point of the bars is the average
value of the parameter and the vertical line that goes up and down from the central
point is the standard deviation of that parameter.

Similarly, the proportion of nodes that are happy per epoch is higher for
random networks (roughly 85%) than BA graphs (about 63%). Neither shows
much dependence on the network size. This measure can be thought of as the
utilisation of the system.

We made the same simulations for the MaGoG dynamic version of the system,
whose results are shown in Fig. 4. In this case, the average number of messages
in the buffers is bigger, mainly due to the fact that, in MaGoG, nodes keep a
copy of the messages they receive. More specifically, the number of messages per
buffer converges to 6 in a BA graph and to 9.4 (out of a maximum of 10) in an
ER graph. These results show little dependence on the network size.
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Fig. 4. Various measures for differently sized BA (left) and ER graphs (right). This
time the MaGoG algorithm was used. The graph is formed by errorbars, in which the
central point of the bars is the average value of the parameter and the vertical line that
goes up and down from the central point is the standard deviation of that parameter.

In relation to the volume of contracts, 2.5% of nodes make a deal per epoch
in a BA network, whereas this number goes up to 4% in an ER network. These
values, compared with the MaGoG dynamic version, are slightly lower for the
case of a BA graph, and slightly higher for the case of an ER graph. Once again,
there is no dependence on the network size.

On the other hand, the utilization of the system in the MaGoG version is
lower compared with the plain vanilla one. Around 45% of the nodes remain
happy in a BA graph, and 70% of them do so in an ER graph. Networks of
different sizes achieve the same value.

As one can see in Fig. 4, in the MaGoG version with BA graphs, it appears
that the values of the observed measures vary more than in the plain vanilla



Simulation of a Peer to Peer Market for Grid Computing 243

 4

 4.5

 5

 5.5

 6

 0  200  400  600  800  1000 1200 1400 1600 1800 2000

M
es

sa
ge

s 
pe

r 
bu

ffe
r

Epochs

Same initial prices
Different initial prices  8.8

 9

 9.2

 9.4

 9.6

 0  200  400  600  800  1000 1200 1400 1600 1800 2000

M
es

sa
ge

s 
pe

r 
bu

ffe
r

Epochs

Same initial prices
Different initial prices

 0.022

 0.024

 0.026

 0.028

 0.03

 0.032

 0.034

 0.036

 0  200  400  600  800  1000 1200 1400 1600 1800 2000

D
ea

ls
 p

er
 n

od
e

Epochs

Same initial prices
Different initial prices

 0.02

 0.025

 0.03

 0.035

 0.04

 0.045

 0.05

 0  200  400  600  800  1000 1200 1400 1600 1800 2000

D
ea

ls
 p

er
 n

od
e

Epochs

Same initial prices
Different initial prices

 0.45

 0.5

 0.55

 0.6

 0  200  400  600  800  1000 1200 1400 1600 1800 2000

R
at

io
 o

f s
at

is
fie

d 
no

de
s

Epochs

Same initial prices
Different initial prices

 0.5

 0.6

 0.7

 0.8

 0.9

 1

 0  200  400  600  800  1000 1200 1400 1600 1800 2000

R
at

io
 o

f s
at

is
fie

d 
no

de
s

Epochs

Same initial prices
Different initial prices

Fig. 5. Comparison between the two different initial setup for prices in the evolution of
different parameters in the MaGoG dynamic version of the model. In one of them, all
buyers/sellers start bidding/asking the same price. In the other one, buyers/sellers start
bidding/asking different prices that have been uniformly picked up from an interval.
The three figures on the left column are the results for a BA graph of 65536 nodes,
whereas the three figures on the right column are the results for an ER graph of the
same amount of nodes.

one. However, this is due to the fact that, in this case, the system takes longer
to reach an equilibrium than in the plain vanilla version, and that part of the
data that was considered to calculate the average (and standard deviation) in
the MaGoG version was taken from the transient state, where the equilibrium
was not completely achieved.

5.3 Variation in the Initial Price

With the objective of testing the stability of the system, we changed the values
of the initial prices the buyers and the sellers bid/ask. So in this case, instead of
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giving all sellers a fixed initial ask price and all buyers a fixed initial bid price,
we pick uniformly distributed random numbers from two overlapping intervals
(one for the buyers and one for the sellers).

Fig. 5 shows, by overlaying the plots of the two different conditions for the ini-
tial prices of the nodes, that after a different start, the system rapidly converges
to the same evolution for both cases, which shows the stability of the system
and its tendency towards equilibrium.

5.4 Price Evolution in the MaGoG Dynamic Version

We have simulated the price evolution in the MaGoG dynamic version of the
system. In this implementation, unsatisfied nodes that have been picked a certain
number of times and that have not reached any deal, increase their price by a
parameter in the case of the buyers, and decrease it by the same parameter in the
case of the sellers. Also, satisfied nodes that are set to be unsatisfied again (and
so they re-enter the market) start asking/bidding with a different price from
the one they had at the moment they closed their deal. This new price is set
according to two different pricing strategies. With the first pricing strategy (the
average pricing strategy), the new price is the price at which the contract was
made, i.e. the average between the previous price of the seller and the previous
price of the buyer. The second strategy (the Δp pricing strategy) uses as a new
price the price at which the contract was made, but increased (for the seller) or
reduced (for the buyer) by a coefficient given in the parameters.

For both pricing strategies, we ran simulations to obtain the evolution of the
ask price (average price the sellers ask for), the bid price (average price the buyers
bid) and the deal price (average price at which contracts are made). Fig. 6 shows
the results of these simulations. In the top two figures the ask and deal price are
almost identical and hard to distinguish.

As one can immediately see from Fig. 6, the kind of network determines a
completely different evolution of prices. In an ER graph, prices decrease, whereas
in a system defined by a BA graph, prices follow a nearly exponential increase
versus time. Changing the pricing strategy introduces a small difference in the
price evolution, but it is still the kind of graph the decisive factor that determines
the general evolution of prices.

In our pricing strategy, nodes change their prices in two occasions: when they
have been in the unsatisfied state for too long and when they re-enter the market
after having closed a deal. In the first case, the change tends to increase prices,
whereas in the second case prices tend to decrease. The ratio of the number of
times that case one occurs and the number of times that case two occurs deter-
mines the final price evolution in the system. In a BA graph, the degree of con-
nections is low, which means that nodes need more time to reach an agreement,
and when the agreement is not reached after a node has been picked TTL times,
nodes change their price according to first case explained above (this fact increases
prices). Since, in a BA graph, this action is much more common than closing a deal
quickly, prices increase heavily in this kind of networks. On the other hand, in an
ER graph, the degree of connections is high, which makes faster for the nodes to
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Fig. 6. Price evolution in the MaGoG dynamic version of the system for a graph of
65536 nodes; BA (top) and ER (bottom); average pricing strategy (left) and Δp pricing
strategy (right). The bottom plot shows the price evolution in the MaGoG dynamic
version of the system for different buffer sizes in a BA graph.

close a deal. When the deal is closed, nodes change their prices according to the
second case described above (this reduces the prices). Since this is the most com-
mon situation in an ER graph, prices tend to decrease in the long run. This is why
the evolution of prices is so different depending on the kind of graph.

An additional verification of this explanation is found when one increases the
buffer size of the nodes in the BA graph. Since now more messages can meet
in the nodes’ pubs, and so the probability of closing more deals is higher, the
behaviour of the system is more similar to what happens in an ER graph, and
prices do not increase so quickly. However, prices still increase because of the
lower number of times deals a closed compared with the number of times that the
unsatisfied nodes place their new offers after not having reached an agreement
since a certain number of epochs. The lower increase in prices in a BA graph
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due to a higher buffer size is shown in last plot of Fig. 6 for a graph of 65536
nodes using average pricing strategy and different buffer sizes. Although the
simulations carried out with a large size of buffers take much longer to compute,
it would be interesting to calculate which size of buffers in the BA graph changes
the price evolution to be similar to the one in an ER graph.

Obviously, the exponential growth in prices that takes place in a BA graph is
not a realistic behaviour in real markets, since buyers’ budgets are limited. In a
future work, we plan to add some constraints to this specific issue of our model or
change the pricing mechanism in order to achieve a more realistic approximation.

5.5 Scalability

We have analyzed the execution time of the simulations depending on the size
and the kind of the network.
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Fig. 7. Average execution time for different sized networks (BA on the left and ER on
the right)

Fig. 7 shows these results for differently sized BA and ER graphs. In a BA net-
work, the execution time has a linear increase with the network size; in an ER
network, the increase can still be approximated linearly, although is not so pre-
cise as in the BA network. On the other hand, the execution time in an ER network
is bigger than in a BA network for the same number of nodes. In the Fig. 7, the
points are the exact experimental values, and the line is a linear approximation.

6 Conclusions and Future Work

In this paper we have presented a peer-to-peer market model for Grid Comput-
ing, in which owners of computing resources of different capacities and potential
users will be able to exchange the use of resources for real money. The peer-
to-peer model provides the system with the possibility of increasing indefinitely
without the need of a central point of service.

We have shown in our simulations that the system actually tends to an ’equi-
librium’, where the values of utilization of resources, volume of contracts and
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messages in buffers get stable, generally independently of the size of the net-
work. The system takes longer to reach equilibrium for the MaGoG version,
although is in this version where parameters achieve more stable values once the
equilibrium has been reached. Although the time it takes to the system to reach
an equilibrium has been investigated, a future analysis will include how much
time it takes, for an individual average node, to reach the satisfied state.

We have investigated the effects of using two different kinds of networks
(Barabási-Albert and Erdős-Rényi) and networks of different sizes. The sim-
ulations have shown that the size of the network does not change the evolution
of the system or the observed values achieved at equilibrium, whereas the kind
of network does change them, especially the price evolution of the system.

The results achieved in the simulation for the price evolution of the system
raise interesting questions.

– Since the system is distributed, does the structure of the network actually
determine a different evolution of prices?

– Can we know the future structure of the network?
– Can nodes, then, predict price behaviour according to the network structure?

In relation to this matter and taking into account that nodes exchange real
money for the computing resources, one would like to make nodes more intel-
ligent, so that they can act as real traders, and even take advantage of the
arbitrage opportunities of the distributed system. In future work we shall also
cover the analysis of prices in different parts of the network.

On the other hand, further work will need to define a more precise computing
market, where nodes trade over several requests at the same time and take into
account the number of ’computational time units’ that the buyers demand.

Another obvious change to the system would be to allow nodes to change
from buyers to sellers and vice versa, or investigate systems with an uneven
distribution of buyers and sellers.

We also hope to be able to validate aspects of the models against real data
from either the Global Open Grid or a similar architecture. Unfortunately the
Global Open Grid is still in development and can not provide real data yet.
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Abstract. The solution of continuous and discrete-time Markovian models is
still challenging mainly when we model large complex systems, for example,
to obtain performance indexes of parallel and distributed systems. However, it-
erative numerical algorithms, even well-fitted to a multidimensional structured
representation of Markov chains, still face the state space explosion problem.
Discrete-event simulations can estimate the stationary distribution based on long
run trajectories and are also alternative methods to estimate performance in-
dexes of models. Perfect simulation algorithms directly build steady-state sam-
ples avoiding the warm-up period and the initial state bias of forward simulations.
This paper introduces the concepts of backward coupling and the advantages of
monotonicity properties and component-wise characteristics to simulate Stochas-
tic Automata Networks (SAN). The main contribution is a novel technique to
solve SAN descriptions originally unsolvable by iterative methods due to large
state spaces. This method is extremely efficient when the state space is large
and the model has dynamic monotonicity because it is possible to contract the
reachable state space in a smaller set of maximal states. Component-wise char-
acteristics also contribute to the state space reduction extracting extremal states
of the model underlying chain. The efficiency of this technique applied to sample
generation using perfect simulation is compared to the overall efficiency of using
an iterative numerical method to predict performance indexes of SAN models.

1 Introduction

The solution of Discrete and Continuous-Time Markov Chains (MC) [1] is still chal-
lenging mainly when we model large complex systems, such as parallel and distributed
systems. The size of the infinitesimal generator to be stored has limits and also the
available numerical algorithms must deal with more huge and complex representations.
The steady-state is given by the long-run probability distribution obtained by the solu-
tion of the linear system πQ = 0, where π is the probability vector of size n which
is initially distributed as π0 where π0 ≥ 0 and

∑n
i=0 πi = 1. However, even with

algorithms well-fitted to a multidimensional structured representation of MC, the state
space explosion is still a problem when solving models.
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Stochastic Automata Networks (SAN) is considered a high-level formalism [2] to
represent structured MC. The available numerical solutions take advantage of all struc-
tural information in the original model description to obtain a compact format to store
and manipulate the descriptor numerically [3,4,5]. One of the major problems with
structured representations is the insertion of unreachable states in the product state
space, but to cope with that there are very efficient approaches to generate the reachable
set [6,7]. It remains an open problem the efficient solution of large and complex models
where all, or almost all, states are reachable.

Simulation approaches are alternative methods to estimate indexes of performance
models when the numerical solution is no longer sufficient. Based on discrete-event
simulation or on Markov properties, simulations estimate the stationary distribution π
based on long run trajectories. The first approaches to simulate a SAN, or any other
structured formalism, focus on the concept of events [8]. Such event-driven dynamics
implements a hierarchy of events inside the automata structure starting from a pre-
defined initial global state. Despite of this event-driven choice, the problem of how
long one have to run the simulation, i.e., the burn-in time period, still remains open in
forward simulations [9]. The system is simulated until it is considered that reached the
stationary regime. After this time, the simulation is no more dependent of the initial
state chosen due to the stationary assumption.

Propp and Wilson [10] proposed a backward coupling simulation method where the
problem of biased samples is completely solved. Perfect simulation algorithms directly
build steady-state samples avoiding the warm-up period and the initial state bias. The
method proposes the running of trajectories in parallel, starting from all possible states,
and their coupling guarantees the samples confidence. This method is extremely effi-
cient when the state space is large and the model has dynamic monotonicity because
this will determine the number of trajectories in parallel needed to run.

This paper introduces the concepts of backward coupling and the advantages of
monotonicity properties to simulate SAN models. The structural information in the
original SAN description can be used to contract even more the state space, analysing
component-wise characteristics for example. The main contribution is the adaptation
of a new simulation technique to SAN models originally unsolvable by iterative meth-
ods due state space explosion. Monotone backward coupling methods can run with a
reduced state space since models have a monotonic behavior. The efficiency of sample
generation using perfect simulation is compared to the overall efficiency of using an
iterative numerical method to predict performance indexes of SAN models.

2 Stochastic Automata Networks

The Stochastic Automata Networks formalism (SAN) is an analytical method to obtain
performance indexes of systems. It is proposed by Plateau [2] and its basic idea is to
represent a whole system by a collection of K subsystems or chains described as K
stochastic automata A(k), with k ∈ [1..K]. In each of these automata the transitions
among states are labeled by events. Each event includes probabilistic and timing infor-
mation, and the network of automata has a set ξ of all possible events in the model. This
framework defines a modular way to describe continuous and discrete-time Markovian
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Fig. 1. Example of a SAN model and equivalent MC

models [11]. The SAN formalism has exactly the same application scope as the Markov
Chain formalism [12,1].

Definition. Each automaton A(k) has a set δ(k) of local states s(i) where i ∈ {1 . . . nk},
interconnected by transitions and their respective events. The constant nk is the cardi-
nality of δ(k), i.e., the total number of states in automaton A(k).

Definition. A global state s̃ of a SAN model with K automata is a vector s̃ = {s(1); . . . ;
s(K)} where each automaton A(k) is in the local state s(k) ∈ δ(k).

Definition. The set of all global states is called product state space. The product state
space X of a SAN model is the Cartesian product of all sets δ(k).

Considering the product state space X , the system is composed by a set of global states
as s̃ and also a finite collection ξ = {e1, . . . , eP } of P events. Since models with
discrete state space can also be described as discrete-event systems [13], the set ξ can
be defined with an associated transition function Φ between global states.

Definition. The transition function defined by Φ(s̃, ep) = r̃ (p ∈ [1..P ]) is the set of
rules that associate to each global state s̃ ∈ X a new global state denoted by r̃ ∈ X ,
through the firing of the transition labeled by event ep ∈ ξ.

In each global state s̃ some events are enabled, i.e., they change the global state s̃ into
another state r̃. However, not all events may occur from a given global state. In those
cases the transition function assigns the permanence in the same global state.

Definition. An event ep is said to be enabled in the global state s̃ ∈ X , iff Φ(s̃, ep) = r̃,
and s̃ �= r̃, and r̃ ∈ X . Analogously, an event is said to be disabled in state s̃, iff
Φ(s̃, ep) = r̃, and s̃ = r̃.

The SAN model construction as a Markov process has the rates of each event ep seen
as intensities λp of Poisson processes, and they are supposed to be independent.

The SAN description has a table of events extracted from ξ and uniformization tech-
niques are used to introduce the independence between these events. The uniformized
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Table 1. Application of Φ(s̃, ep) for the model of Fig. 1

s̃ ∈ XR r̃ = Φ(s̃, ep), ep ∈ ξ
Φ(s̃, e1) Φ(s̃, e2) Φ(s̃, e3) Φ(s̃, e4) Φ(s̃, e5)

{0;0} {1;0} {0;0} {0;0} {0;0} {0;0}
{0;1} {1;1} {0;1} {0;2} {0;1} {0;1}
{0;2} {1;2} {0;2} {0;2} {0;0} {0;2}
{1;0} {1;0} {0,2} {1;0} {1;0} {0;1}
{1;1} {1;1} {1;1} {1;2} {1;1} {1;1}
{1;2} {1;2} {1;2} {1;2} {1;0} {1;2}

process is driven by the Poisson process with rate Λ =
∑P

p=1 λp and generates at each

time an event ep ∈ ξ according to the distribution
(

λ1
Λ , . . . ,

λp

Λ

)
.

Definition. The dynamic of the system is defined by one initial global state s̃0 ∈ X and
a sequence of events e = {ep}p∈N . The sequence of states {s̃n}n∈N is a stochastic
recursive sequence typically given by: s̃n+1 = Φ(s̃n, ep+1) for p ≥ 0 and is called a
trajectory.

The global process execution [14,15] described is related to the underlying uniformized
Markov chain. Its transitions are given by Φ applications overX . However, it is common
to have global states that are not reachable by any other global state through a transition.
Due to this SAN models have established a reachable state space, i.e., the set of global
states s̃ ∈ X that composes the related MC. The others are considered unreachable
global states in the model.

Definition. The reachable state space XR
s̃0

(orXR) is an irreducible component obtained
from a given initial global state s̃0 ∈ X and successive firing of events in ξ. Each global
state s̃ reached by any possible combination of events is included in this set.

Note that SAN descriptions must have only one Markovian generator [11], the asso-
ciated Markov chain contains a set of all global states s̃ ∈ XR that certainly can be
reached through the firing of any event. Figure 1 is a SAN model with two automata
A(i), and five events (|ξ| = 5), and their constant rates represented here by greek let-
ters. The equivalent MC represents the reachable state space XR of the model which is
a subset of X (XR ⊆ X ).

A simple procedure to find reachable states is to apply the notion of stochastic re-
cursive transition function mainly when the reachability function is not explicit in the
SAN formal descriptions1. Table 1 shows the transition function application for the
SAN example in Figure 1, considering all global states s̃ ∈ XR and all events ep ∈ ξ.

1 SAN descriptions can define the X R set through the insertion of a reachability function. The
boolean evaluation of this function, when applied to every global state inside X , returns the
reachable states in X R. More details can be found in [16,17].
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The resulting global states r̃ = Φ(s̃, ep) are represented, being those corresponding to
possible transitions marked in bold face, i.e., those corresponding to enabled events2.

Definition. A SAN model is called well-formed iff the XR component is unique and
irreducible.

3 SAN Backward Coupling Simulation

The first approaches to simulate SAN models focused on the concept of transitions
and events, instead of having a focus on state transition matrices, i.e., the descriptor
[8]. Such event-driven dynamics implements a hierarchy of events inside the automata
structure starting from a pre-defined initial global state. Despite of this event-driven
choice, the problem of how long one should run the simulation still remains open using
forward simulation approaches [9]. Moreover, simulation techniques use the Random
function to establish the activation of an event inside ξ, considering the current global
state analysed, then leading to the next global state inside XR going forward in time.
The system is often simulated until it reaches its stationary regime. The duration of this
step is called the burn-in time of the simulation and it determines that the process is no
more dependent of the initial state chosen, due the stationary assumption. Since the ma-
jor challenge in these techniques is to fix a burn-in time to allow collecting samples, the
Perfect simulation technique enables to compute samples exactly distributed according
to the stationary distribution of the Markov process. Propp and Wilson [10] proposed a
scheme based on backward coupling, i.e., the Coupling from the Past (CFTP) method.
The problem of fixing initial state present in forward techniques is completely solved
since the proposed idea is to start trajectories in parallel from all possible states.

Algorithm 1. SAN Backward coupling simulation

1: for all s̃ ∈ X R do
2: ω(s̃) ← s̃ { choice of the initial value of vector ω}
3: end for
4: repeat
5: e ← Generate-event( ) { generation of e according the distribution (λ1

Λ
. . . λE

Λ
)}

6: ω̃ ← ω { copying vector ω to ω̃}
7: for all s̃ ∈ X R do
8: { computing ω(s̃) at time 0 of trajectory issued from s̃ at time −τ∗}
9: ω(s̃) ← ω̃(Φ(s̃, e))

10: end for
11: until All ω(s̃) are equal
12: Return ω(s̃)

The coupling of trajectories guarantees the generation of unbiased samples and it
ended the burn-in time problem. The number of steps (or events applied) to couple all

2 It is important to observe that the transition function Φ is a theoretical definition that is not
necessarily used in current SAN solvers implementation. However, algorithms can be imple-
mented to take advantage of transition functions identifying also the reachability set X R.
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trajectories we denote coupling time τ . Figure 2 illustrates the backward coupling, all
trajectories issued from all global states of the SAN example (Figure 1) at time −8
coupled in a state at time 0. Since the coupling time τ∗ of the backward scheme is
almost surely finite, the scheme provides a sample distributed according the steady-
state distribution. Given the set of reachable states XR, a set E of randomly generated
events and the transition function Φ : XR × E → XR: issuing from all global states of
XR, going backward in time, the set of trajectories will couple for a given sequence of
events {en}n∈N at time 0, i.e., |Φ(XR, {en}n∈N )| = 1.

SAN models have an underlying Markov chain so perfect simulation principles can
be applied to obtain the global states probabilities in the stationary distribution. For
perfect simulation execution, it is mandatory a well-formed SAN description, i.e., the
model must produce valid global states as input for the simulation algorithm. For back-
ward simulations the set of trajectories running in parallel can be at least the XR set,
when of course the XR set is an unordered set of global states. Algorithm 1 initializes
the vector ω with all global states s̃ ∈ XR at simulation time −τ∗, supposing a well-
formed SAN model. At each simulation iteration one event is generated through the
call of a Random function and the related transition functions are applied to each posi-
tion of ω. Each new state generated indexes the vector ω̃ which has the last version of ω
stored. This process is called backward coupling because we compute ω(s̃) at time 0 of
trajectory issued from s̃ at time −τ∗. This procedure will be repeated until all positions
of vector ω have the same resulting state s̃, i.e., all trajectories running in parallel have
coupled. The sample of each iteration is then collected for statistical analysis.

3.1 Monotonicity Properties

The size of XR can be exponential in the size of the model and it can be difficult
to generate and really huge to deal, so it becomes a limitation for backward coupling
methods. As pointed out in Propp and Wilson [10], CFTP methods are much easier to
implement when the state space X is ordered and the underlying Markov chain has the
monotonicity property. A known partial order of X is favorable to the use of monotonic
functions since it allows the identification of maximal states and a considerable coupling
time reduction. Models with an underlying Markov chain having this property can be
optimized to run a monotone backward coupling procedure with less initial states.

Time0-1-2-4

States (s̃)

-8

s̃sup

s̃inf

s̃ generated

τ ∗

Time0-1-2-3-4-5-6-7-8
e1e2e3e4e5e6e7e8

τ∗ States (s̃)

Fig. 2. Illustration of Backward and Monotone Backward coupling
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Definition. An event ep ∈ ξ is said to be monotone if it preserves the partial ordering
(< order) on X . That is ∀(s̃, s̃′) ∈ X s̃ < s̃′ =⇒ Φ(s̃, ep) < Φ(s̃′, ep).

If all events are monotone, the global system is said to be monotone.

The monotonicity property of events guarantees the existence of a set of maximal states
Xmax and a set of minimal states Xmin. These sets are composed of states which there is
no greater (or lower) state than itself in the chain. So the transitions fired from maximal
states do not create states greater than these ones (or transitions fired from minimal
states do not create states lower than minimal ones).

Definition. Suppose the global states s̃1, s̃2 ∈ X , a state s̃1 is minimal if there exists
a state s̃2 such that s̃2 ≤ s̃1 then s̃2 = s̃1. Then s̃1 ∈ Xmin. Analogously, given states
s̃3, s̃4 ∈ X , a state s̃3 is maximal if there exists a state s̃4 such that s̃4 ≥ s̃3 then
s̃4 = s̃3. Then s̃3 ∈ Xmax.

Algorithm 2. SAN Monotone backward coupling simulation
1: n = 1
2: E[1] ← Generate-event( ) { array E stores the backward sequence of events}
3: repeat
4: n ← 2n {doubling scheme}
5: for each s̃ ∈ X M do
6: ω(s̃) ← s̃ { initial states at time −n}
7: end for
8: for i = n downto ( n

2 + 1) do
9: E[i] ← Generate-event( ) { generate events from (−n

2 + 1) to −n, events from −1 to
(−n

2 + 1) have been generated in a previous loop}
10: end for
11: for i = n downto 1 do
12: for each s̃ ∈ X M do
13: ω(s̃) ← Φ(ω(s̃), E[i]) { ω(s̃) is the state at time (−i − 1) of the trajectories issued

from s̃ at time −n}
14: end for
15: end for
16: until All ω(s̃) are equal
17: Return ω(s̃)

Definition. Suppose a given partial order of X and consequently a maximal set XM , if
all trajectories issued from XM coupled at time 0, then they will also coalesce for all
states in XR.

Since X is finite and the events are monotone, the number of trajectories in parallel
can be reduced running simulation only over the XM = Xmax ∪ Xmin set. Starting
trajectories and going from the past from XM maximal global states, when all trajec-
tories collapsed, we also obtain a sample of the stationary regime. Figure 2 illustrates
the monotone backward coupling, where there are only one infimum state s̃inf and
one supremum state s̃sup in the state space XR. All trajectories issued from s̃inf and
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s̃sup are computed from time −2k to 0 until trajectories collapsed at time 0. If we as-
sume XR as a lattice, then every state s̃i is between the state s̃inf and the state s̃sup,
s̃inf ≤ s̃i ≤ s̃sup. Considering the SAN context, if we know the global states s̃inf

and s̃sup (or a X subset of maximal states, i.e., XM ) we can run a monotone version. It
uses a coupling vector ω of |XM | positions running these trajectories in parallel. Also,
it needs to store the events generated of the whole trajectory, because it uses a doubling
scheme structure [10] to generate and apply events in each trajectory. At each step in
the past, the coupling time τ∗ needed (i.e., the length of the step) is multiplied by 2
(Algorithm 2, line 4).

Canonical Component-Wise Ordering in SAN. Many models are naturally ordered
as markovian queueing networks [18,19,20] due the natural order on integer. The partial
order of the product state space can be established using for example component-wise
ordering concepts. SAN descriptions derived from monotone queueing networks can be
simulated taking advantage of having only the canonical minimum (all queues empty)
and maximum (all queues full) states. Then only two paths need to simulate in parallel
with the monotone algorithm version.

The canonical component-wise ordering means that the underlying Markov chain
structure of the model can be viewed as a lattice, i.e., all global states have the same
supremum and infimum states. Given two arbitrary global states s̃1, s̃2 ∈ X , and veri-
fying s̃1 ≤ s̃2, it will often possible to say which is the largest state [21]. The extremal
states are given by the first and the last state of X considering it is ordered lexicographi-
cally. The complexity to solve these families of models is then constant (two trajectories
in parallel) and the simulation is no more limited by the size of X but only by τ .
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Fig. 3. QN conversion to a SAN model and the ordered X R
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Supposing the queueing system of two queues in Figure 3 with capacities K1 and K2

respectively. The X size of this network is given by the Cartesian product (K1 + 1) ×
(K2 + 1) and all global states s̃ ∈ XR (equivalent MC) are reachable (XR ∼= X ). The
SAN model has two automata A(1) and A(2) respectively, and three events ep ∈ ξ (since
two are local events and one is a synchronizing event in the model) with their rates. The
events e1, e12 and e2 are monotone according canonical component-wise ordering of
X , i.e., there is no event in the model changing the partial order of states in X . The
application of the transition function Φ(s̃, ep), for each event ep ∈ ξ, considering each
state s̃ ∈ XR, is dependant of the min and max functions3 evaluations for each global
state (in this example the global state to be evaluated has only two local states to observe
s̃ = {s1; s2}).

The minimum and maximum global states are extracted from the underlying Markov
chain, but they consider the minimal and maximal local states of each automaton A(k)

defined by natural order on integer. Supposing K1 = 2 and K2 = 3, the maximal set
can be considered XM ={{0; 0},{2; 3}}. The minimal local state of both automata is
the state 0, and the maximal local state is 2 for automaton A(1), and 3 for automaton
A(2) respectively. The simulation could run only two trajectories in parallel: all queues
empty (minimal local states {0; 0}) and all queues full (maximal local states {K1; K2}).
The assumption of existing one minimum and one maximum local state per automaton
which guarantees the exact sampling, can be applied also for huge models following
component-wise principle.

Non-Lattice Component-Wise Ordering in SAN. Glasserman and Yao [13] investi-
gated the search for partial (and total) ordering in discrete-event models looking at their
own structure, naturally retaining the order in which states in the chain are accessed
firing the respective events. This procedure incrementally generates a feasible set, until
all states are accessed (total ordering), or a given partial ordering is identified. So we
can consider the feasible set as an ordered representation of the XR set. However, in the
absence of a canonical component-wise model formation, for each event in the model,
the state space ordering must be constructed firing events in the underlying chain struc-
ture. If we have the same subchains ordering for the events, this means that exists a
partial order for XR ⊆ X (<), when it is possible to compare two states for a given
event ep ∈ E , independent of event rates.

The ordering construction for the queueing system example when already exists a
canonical formation leads us to a lattice where there are two maximal global states
as seen in Figure 3. But without this characteristic the search for a order could be re-
ally unfeasible for huge models and with a high enhanced computational cost. The
global states ordering in X becomes not relevant if we can extract through the transi-
tion function applications a smaller set of extremal global states of the Markov chain,
i.e., not retaining the order of access of states but verifying if the next state in a transi-
tion is greater than the current state. This means that if we walk in the chain applying
the transition function successively we can reach and collect the extremal elements
(Algorithm 3).

3 x ∧ y = min(x, y) and x ∨ y = max(x, y).
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Algorithm 3. SAN extremal states identification in component-wise models

1: for each s̃ ∈ X R do
2: max ← true;
3: for each ep ∈ ξ do
4: st ← Φ(s̃, ep); { firing transition }
5: if (st ≥ s̃)
6: max ← false; break;
7: end for
8: if (max = true)
9: Add state s̃ in X M ; { array X M stores the extremal states identified}

10: end for
11: Return array X M ;

The component-wise ordering supposes that local states have a predefined order, then
the Cartesian product of states generates automatically ordered global states. The states
will always have transitions to greater or lower global states indexes. So when there is
no possible transition to be fired to a greater state, this means we find an extremal state
in the chain. In this case, models can have more than two maximal states (according to
the XR set analysis), i.e., XM is now the set of extremal elements formed by global
states where the successive transition function application stops when it does not return
greater states. Doing this, is not mandatory to know the state space partial ordering
but only to identify the subset XM of extremal states to run the monotone backward
coupling algorithm. The complexity to find extremal global states is given by |XR|×|ξ|.
The computational cost to run perfect simulation is now dependent of the number of
initial global states inside the set XM .

4 Resource Sharing with Mutual Exclusion

Our case study is the classical model of resource sharing with mutual exclusion and
some variations. In this section we show the product state space contraction regarding
natural structured formation of these models, and also issues related to the exploita-
tion of monotonicity properties for perfect simulation. All simulation examples were
executed on a PC architecture with a 3.2 GHz Intel Xeon processor under Linux oper-
ating system, with 1 GByte of memory. The execution times presented consider only
usertime estimation running PEPS software tool and the perfect simulation module de-
veloped (Perfect PEPS), i.e., they do not take account of other users in the machine or
operating system execution.

4.1 Dining Philosophers without Reservation

The dining philosophers problem is summarized as K philosophers sitting at a table
doing one of two things - eating or thinking. The philosophers sit at a circular table.
with a large bowl of food in the center. A fork Fk is placed between each philosopher
Pk, and as such, each philosopher has one fork to his left and one fork to his right.
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The philosopher must have two forks (at the same time) to eat. Figure 4 shows the
correspondent SAN model that has K automata P (k) representing the philosophers,
each one with two states: T (k) (thinking) and E(k) (eating). The product state space X
is formed by 2K global states.

X M Extraction. Supposing six philosophers in a table (Figure 5) the application of the
transition function returns the extremal states for the SAN model. Regarding structural
properties of this model all events etk, tek ∈ ξ are monotone since they retain the
component-wise ordering of global states in the chain formed by this class of models.
Algorithm 3 finds the last states s̃ ∈ X that can be accessed, i.e., the extremal states
s̃ ∈ XM . Then component-wise property allows the feasible set formation based on
indexes, because the successive application of events (tracing a trajectory) leads to a
state where it is not possible to go on to a greater state, i.e., they are the extremal
states of the chain. For these states there are events just to go back in the paths already
generated.

Considering the model global states formed by bits in the Figure 5, since the state
T (k) is represented by O and E(k) represented by 1, we have for example, a set XR =
18 and XM = 6 (the marked states are maximal elements) for a model with six philoso-
phers. Table 2 shows the SANmodel with K = 6 . . . 26 and their respective X , XR and



260 P. Fernandes, J.-M. Vincent, and T. Webber

Table 2. Resource sharing without reservation

K X X R X M PEPS (iteration) Perfect PEPS (sample)
6 64 18 6 0.000004 sec. 0.002711 sec.
8 256 47 11 0.000123 sec. 0.003464 sec.
10 1,024 123 18 0.000542 sec. 0.005682 sec.
12 4,096 322 30 0.002487 sec. 0.012290 sec.
14 16,384 843 52 0.011832 sec. 0.029745 sec.
16 65,536 2,207 91 0.055973 sec. 0.074337 sec.
18 262,144 5,778 159 0.296355 sec. 0.184355 sec.
20 1,048,576 15,127 278 1.394022 sec. 0.457599 sec.
25 33,554,432 167,761 1,131 5.115790 sec. 4.736356 sec.
26 67,108,864 392,836 2,779 —- 13.500322 sec.

the extracted set of extremal states XM . Since the size of the model grows exponentially
the size of maximal set grows slowly comparatively. The size of XM is the number of
trajectories to run in parallel, i.e., the number of vector positions to store, so it is also
the computational cost in memory positions to run perfect simulation. Each position is
an integer representing the current global state index in the trajectory. When we have
more philosophers in the model the impact of this optimization is more clear mainly
verifying the time spent to solve this models using PEPS software tool and the perfect
simulation module (Perfect PEPS).

The actual number of samples to generate depends immensely on the numeric char-
acteristics of the model itself. Different parameters as the actual numeric rates of the
events, may change the required number of samples to achieve statistical convergence of
the stationary prediction. Analogously, the numbers of iterations to perform the iterative
solution methods in the PEPS tool also depends on the model numeric characteristics.
Therefore in the Table 2 we indicate the amount of time needed to perform one single
sample generation with the contracted state space in the Perfect PEPS module, and one
single iteration in the numerical solution implemented by PEPS. The presented values
in seconds must be considered with caution, since nothing relates the number of needed
iterations in PEPS with the number of samples needed in our simulation tool. For ex-
ample, the first model (K = 6) needed 528 iterations to achieve a precision of 10−10 in
the PEPS solver. We obtain the simulation results running a fixed number of 100, 000
samples. However, a smaller number of samples would probably already be enough to
achieve (statistically) the required precision for such small example using confidence
intervals. The example was extended just beyond the capacity limit of PEPS, since the
last example (K = 26) is already too huge to run on our target machine that holds
problems of as many as 64 million states.

4.2 Dining Philosophers with Reservation

We can extend the mutual exclusion in resource sharing models to analyse more deeply
the locking of shared resources in systems. But here the goal is to obtain an extensible
model where a numerical solution is no longer possible due state space explosion, in
order to show the possible product state space contraction also in these cases. Figure 6
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loc lti μ
syn tri λ
syn rli λ
loc rtK μ
syn tlK λ
syn lrK λ

Fig. 6. Philosophers SAN Model with Reservation

Table 3. Resource sharing with reservation

K X X R X M PEPS (iteration) Perfect PEPS (sample)
5 243 70 11 0.000130 sec. 0.004547 sec.
6 729 169 17 0.000474 sec. 0.007829 sec.
7 2187 408 27 0.001693 sec. 0.014273 sec.
8 6,561 985 43 0.003185 sec. 0.032354 sec.
10 59,049 5,741 111 0.038100 sec. 0.111365 sec.
12 531,441 33,461 289 0.551290 sec. 0.689674 sec.
14 4,782,969 195,025 755 5.712210 sec. 2.686925 sec.
16 43,046,721 1,136,689 1,975 68.704325 sec. 15.793501 sec.
18 387,420,489 6,625,109 5,169 —- 83.287321 sec.

has K automata P (k) representing the philosophers, each one with three ordered states:
T (k) (thinking ), L(k) (taking left fork), R(k) (taking right fork). The philosopher can
reserve the fork on his immediate left or right waiting for eating with two available
forks. To avoid deadlock is established an ordering to get the forks in the table, for each
philosopher in the model. The product state space X is formed by 3K global states.

X M Extraction. Regarding structural properties of this extended model, the mono-
tonicity properties are also maintained for all new events generated lti, tri, rli, rtk, tlk
and lrk. The inclusion of a new state in each automaton and new events constraints does
not interfere in X partial ordering. Since the minimal global state 0 (all philosophers
thinking) is the initial state to generate the feasible set of the model, the extremal states
are naturally the ones with greater indexes than their consequent transitions.

Table 3 shows in its last lines, huge models to solve with PEPS software tool mainly
because the size of X , and the possible contraction of state space in XM to run perfect
simulation. The costs in memory are drastically reduced since for monotone versions
we used to store just the coupling vector with extremal elements instead of the product
state space. The same remarks still apply to the times presented here, specially the fact
that this table present times for one iteration in the PEPS numerical solution, and one
sample generation for Perfect PEPS. For the last model (K = 18) the PEPS solution
could not be achieved since it represents a state space of more that 327 million states,
which is considerably above the current overall numerical solution limitation that is a
little below 100 million states in a 4GBytes memory machine.
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5 Conclusions

We show that is possible to design a perfect sampling algorithm for SAN through back-
ward coupling. For the underlying Markovian graphs, the simulation coupling time can
be greatly reduced by using extremal initial states to run trajectories in parallel. In fact,
this paper not even present the times for sample generation without using the state space
contraction because even the average models, e.g., Resource Sharing without reserva-
tion K = 14, would represent a model much slower than the larger model we were able
to solve (Resource Sharing with reservation K = 18). However, the study of coupling
times considering the maximal set XM is a work in progress. Preliminary results shows
that for the models which the numerical solution is no longer possible with PEPS, per-
fect simulation seems to be a reasonable alternative. The natural future work in that
direction is a study of the effects of our technique in the statistical convergence. Such
study could also compare the time of a full stationary solution using perfect simulation
and the traditional numerical solution.

The current limitation of PEPS software tool is in order of X ≤ 6 × 107 states using
1 Gbyte RAM machine because it needs to store probability vectors for the state spaceX .
SAN simulation approaches, on the contrary, will work only with vectors of size related
to maximal sets of the models. Even further, in the case we have a particular interest in
a given aggregation function of result, e.g., compute the probability of a local state, our
solution may avoid to store the probability vectors for the maximal sets, but only compute
theaggregationfunctionoverthegeneratedsamples.Thislastimprovementcombinedwith
themonotonicity property identified in modelswith acomponent-wiseordercan help us to
solvereallyhugemodels. Infact, thisapproachmay,virtually,havenosizebound,sincenot
the transition matrix, nor the probability vector can be stored. Such possible applications
will only have a time bound to be considered, and since the generation of samples can be
performed in parallel, even this time bound can be overcome for models with thousands
of millions states. Only the statistical analysis of the generated samples will have to be
dealt. Nevertheless, all these reasons let us believe that the perfect simulation of SAN with
component-wise ordering allowing state space contraction is a more than worthy solution
when the use of numerical methods is just not possible with the current technology.
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2 LACL, Université Paris Est, 61 av. du General de Gaulle 94010 Créteil, France
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Abstract. In this paper, we discuss how to check Probablistic Com-
putation Tree Logic (PCTL) logic operators over infinite state Discrete
Time Markov Chains (DTMC). Probabilistic model checking has been
largely applied over finite state space Markov models. Recently infinite
state models have been considered when underlying infinite Markov mod-
els have special structures. We propose to consider finite state models
providing bounds on transient and the stationary distributions in the
sense of the �st stochastic order to check infinite state models. The op-
erators of the PCTL logic are then checked by considering these finite
bounding models.

1 Introduction

Model checking is a method to automatically check if complex performability
guarantees expressed by using formal logics are satisfied or not. Stochastic model
checking is a recent extension of traditional model-checking techniques for the
integrated analysis of both qualitative and quantitative system properties. Model
checking for different classes of stochastic processes and specification logics have
been developed [4,12,8] and have been also implemented in different model check-
ers [16,13]. However in almost all works, the state space size is considered to be
finite. To perform model checking by numerical analysis we need to compute
transient-state or steady-state distribution of the underlying Markov chain [5].
The numerical methods exist only for finite state models, however for special
structured chains like QBD (Quasi Birth Death) models despite the infinite state
spaces efficient numerical algorithms called matrix-geometric solutions exist. In
[19], Continuous Stochastic Logic (CSL) over Continuous Time Markov Chains
(CTMC) model checking has been extended to infinite space QBD models, and
in [20] models with product-form solutions have been considered.

In this paper we propose to consider model checking of general infinite Markov
chains with the stochastic comparison techniques. These techniques have been
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largely applied in different areas of applied probability as well as in reliability,
performance evaluation, dependability applications [17]. Intuitively speaking,
this method consists in computing bounding distributions rather than the exact
distributions by analysing “simpler” bounding chains.

Bounding methods can be applied in model checking context since one needs to
verify if some thresholds are satisfied or not without computing the exact values.
In [2], the bounds on state reachability probabilities of Markov decision processes
are computed by abstraction of the underlying model defined on smaller state
spaces. If the verification of the considered property can not be concluded, the
abstract model is refined until a verdict to the property can be deduced from
the computations. The stochastic comparison techniques have been applied in
[18,7] to overcome state space explosion problem in the model checking context.
In [18], PRCTL [3] state formulas are considered by using stochastic bounding
techniques. In [7], a method to simplify the checking of CSL operators by means
of class C bounding Markov chains having closed-form solutions for transient
and the steady-state distribution is given.

Our approach in this work is based on the truncation of the underlying infinite
chains which are intractable and the computation of finite stochastic matrices
providing, via stochastic comparison, bounds on the relevant probability quan-
tities for the model checking. The idea of truncation is very natural and seems
necessary to be able to deal numerically with general infinite DTMCs. It has
been proposed to compute approximations of stationary distributions of infi-
nite Markov chains [21,14]. However approximations are not useful for model
checking. Moreover we need to compute bounds also on transient distributions
in order to check path formulas and transient operators.

In the model checking context we must sum the probabilities of a set of
states from a distribution of the underlying model. This set of states depends
on the considered formula and the distribution is the steady-state distribu-
tion for the stationary operator while we must consider a transient distribu-
tion for a path formula. The stochastic comparison has the advantage of pro-
viding bounds on the steady-state as well as transient distributions. Moreover
the �st stochastic order considered in this work allows to deduce bounds on
the partial sums of distributions. In this paper, since we must establish the
stochastic comparison of distributions, one having finite size and the other
having the infinite size, we apply the stochastic comparison of the images of
these distributions on a common space. We present this method and discuss
its application to check different formulas depending also on the comparison
operator ≤ or ≥.

The remaining of the paper is organised as follows: In section 2, we give a
brief introduction on the stochastic comparison approach and the Probabilistic
real time Computation Tree Logic (PCTL) for Discrete Time Markov Chains
(DTMC)s. Section 3 is devoted to the bounding of infinite DTMCs by finite
DTMCs. We explain in section 4, how these bounds can be used to check PCTL
operators over infinite DTMCs.
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2 Preliminaries

2.1 Stochastic Comparison

Stochastic comparison is an useful tool to compare random variables and stochas-
tic processes when studying stochastic systems. First, we give the basic defini-
tions and theorems letting to compare random variables and DTMCs defined on
the same state space with respect to the usual stochastic order �st. Secondly
we present an interesting extension, called fg-comparison that we apply in this
work. This extension introduced by Doisy [9] allows to compare random vari-
ables and DTMCs which are not defined on the same state space by means of
state functions f and g. For further informations on the stochastic comparison
we refer to Stoyan’s book [17] as the main reference in the domain and to the
works [9], [10] and [22] for the fg-comparison.

Comparison of DTMCs on the Same State Space

Definition 1. Let X and Y be two random variables (r.v) taking values on a
totally ordered space E, and Fst the class of all increasing real functions on E.

X �st Y ⇐⇒ Ef(X) ≤ Ef(Y ), ∀f ∈ Fst whenever the expectations exist.

Property 1. For two r.v X and Y taking values on a totally ordered space E
X �st Y ⇐⇒ Prob(X > a) ≤ Prob(Y > a), ∀a ∈ E

In the case of finite state space {0, 1, . . . , N}, the �st-comparison of random
variables can be characterised through the following probability inequalities.

Property 2. Let X and Y be two r.v taking values on E = {0, 1, . . . , N}, and
p = [p0, . . . , pN ], q = [q0, . . . , qN ] be probability distributions of X and Y .

X �st Y ⇔
N∑

k=i

pk ≤
N∑

k=i

qk for i = N, N − 1, · · · , 0. (1)

X �st Y ⇔
j∑

k=0

pk ≥
j∑

k=0

qk for j = 0, 1, · · · , N. (2)

Let us remark that in the sequel we interchangeably use the notations X �st Y
and p �st q. We apply the following definition to compare Markov chains.

Definition 2. Let {X(n)} (resp. {Y (n)}) be a DTMC. We say {X(n)} �st

{Y (n)}, if X(n) �st Y (n), ∀n.

In the case of time-homogeneous DTMC chains, the monotonicity and the com-
parability of transition matrices yield sufficient conditions to compare stochas-
tically the underlying chains [17, p.186].
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Theorem 1. Let P (resp. Q) be the transition matrix of the time-homogeneous
Markov chain {X(n)} (resp. {Y (n)}). The comparison of Markov chains is es-
tablished ({X(n)} �st {Y (n)}), if the following conditions are satisfied :

i- X(0) �st Y (0),
ii- at least one of the probability transition matrices is monotone, that is, either

P or Q is �st monotone :
∀i, j such that i ≤ j, either P[i, ∗] �st P[j, ∗] or Q[i, ∗] �st Q[j, ∗]

iii- the transition matrices are comparable in the sense of the �st order :

P �st Q⇐⇒ P[i, ∗] �st Q[i, ∗], ∀i ∈ E

where P[i, ∗] denotes the ith row of matrix P.

In the following property, we give the comparison of Discrete-Time Markov
chains (DTMCs) in terms of distributions for the sake of readability.

Property 3. Let {X(n)} (resp. {Y (n)}) be a DTMC, Πn
X (resp. Πn

Y) its transient
distribution at time n, and ΠX (resp. ΠY) its steady-state distribution (if it
exists). If {X(n)} �st {Y (n)} then Πn

X �st Πn
Y, ∀n and ΠX �st ΠY.

fg-Comparison of DTMCs. We now define the fg-comparison between two
probability measures p and q which are not defined on the same state space. Let
p (resp. q) be defined on the state space E (resp. F ); f (resp. g) be a surjective
function from E (resp. F ) into a state space G; {X(n)} (resp. {Y (n)}) be a time-
homogeneous DTMC defined on the discrete space E (resp. F ) with transition
matrix P (resp. Q). The fg-comparison between p and q is defined as follows:

Definition 3
p �fg

st q ⇐⇒ p̃ �st q̃

where p̃ = fp is the image measure of p by f (∀i ∈ G, p̃i =
∑

j∈E,f(j)=i pj).

The following example illustrates this type of comparison: E = {1, 2, 3, 4}, F =
{1, 2, 3} and G = F . The function f : E → F is defined as f(1) = 1, f(2) =
f(3) = 2 and f(4) = 4 and g is the identity function. Hence, p̃ = (p̃1, p̃2, p̃3) =
(p1, p2 + p3, p4) and (p1, p2, p3, p4) �fg

st (q1, q2, q3)⇐⇒ (p̃1, p̃2, p̃3) �st (q1, q2, q3)
⇐⇒ ∑3

k=i p̃k ≤
∑3

k=i qk, i = 3, 2, 1. For instance, (0.4, 0.2, 0.3, 0.1) �fg
st (0.35,

0.45, 0.2).

Definition 4. The DTMC {X(n)} is said to be less than the DTMC {Y (n)}
with respect to the order �fg

st , if X(n) �fg
st Y (n), ∀n.

Definition 5. P is �f
st-monotone if and only if, P[x, ∗] �f

st P[y, ∗], ∀x, y ∈ E,
such that f(x) ≤ f(y)

Definition 6. P �fg
st Q if and only if, ∀x ∈ E, ∀y ∈ F such that f(x) = g(y),

P[x, ∗] �fg
st Q[y, ∗]
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Theorem 2. {X(n)} �fg
st {Y (n)} if the following conditions are satisfied :

X(0) �fg
st Y (0), P �fg

st Q and P is �f
st-monotone or Q is �g

st-monotone.

We have the �fg
st comparison between transient distributions and the state-state

distribution, if the underlying chains are comparable in this sense:

Property 4. Let {X(n)} (resp. {Y (n)}) be a DTMC, Πn
X (resp. Πn

Y) its transient
distribution at time n, and ΠX (resp. ΠY) its steady-state distribution (if it
exists). If {X(n)} �fg

st {Y (n)} then Πn
X �fg

st Πn
Y, ∀n and ΠX �fg

st ΠY.

2.2 Model Checking DTMC

In this subsection, we briefly present the logic called Probabilistic real time Com-
putation Tree Logic (PCTL) [12] which allows to express formulas over discrete
time Markov chains.

DTMC and Notations. Throughout this paper, the considered DTMCs may
be finite or infinite with a countable state space. A labelled finite (resp. infinite)
DTMCM is a 3-tuple (S,P, L) where S is a finite (resp. infinite countable) set
of states, P : S×S →R+ is the transition matrix and L : S → 2AP is a labelling
function which assigns to each state s ∈ S, the set L(s) of atomic propositions
a ∈ AP that are valid in s, AP denotes the set of atomic propositions.

For a DTMC, there are two types of state probabilities : transient proba-
bilities where the system is considered at time n and steady-state probabilities
when the system reaches an equilibrium if it exists. In the sequel, ΠM

α (s′, n)
denotes the probability to be in state s′ at time n with initial distribution α.
ΠM

α (s′) = limn→∞ ΠM
α (s′, n) is the steady-state probability to be in state s′.

If M is ergodic, ΠM
α (s′) exists and it is independent of the initial distribution,

so we will denote it by ΠM(s′). For Markov chainM we denote by ΠM
α (n) the

transient distribution at time n when the initial distribution is α and by ΠM the
steady-state distribution. For S′ ⊆ S, we denote by ΠM

α (S′, n) (resp. ΠM(S′))
the transient probability to be in states of S′, ΠM

α (S′, n) =
∑

s′∈S′ ΠM
α (s′, n)

(the steady-state probability to be in states of S′, ΠM(S′) =
∑

s′∈S′ ΠM(s′)).
In the case of an unique initial state s (i.e. α(s) = 1 and α(s′) = 0 for s = s′),
we simply write ΠM

α (n) by ΠM
s (n).

A path through a DTMC M can be finite or infinite. For instance a finite
path σ of length k is a sequence of states σ = s0, s1, · · · , sk with si ∈ S and
P(si, si+1) > 0 ∀i. We denote by pathss the set of all paths starting from state
s and by σ[i] the ith state si of the path σ.

Syntax of PCTL. We give here the syntax of PCTL as defined in [12] and its
extension by a steady-state operator that has been proposed in [3]. Let n be an
integer, p a probability and � a comparison operator ∈ {≤,≥}. In the sequel, we
denote by Sφ or φ-states the set of states that satisfy φ and by |= the satisfaction
relation. The syntax of PCTL is:
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φ ::= true | a | φ ∧ φ | ¬φ | P�p(φ U≤nφ) | S�p(φ)

In this paper, for the sake of simplicity, we do not consider the next state
operator and the other Boolean connectives (false, ∨, ⇒) that are derived in the
usual way. Let us present the semantics of these formulas as defined in [12]:

s |= true for all s ∈ S
s |= a iff a ∈ L(s)
s |= ¬φ iff s |= φ
s |= φ1 ∧ φ2 iff s |= φ1 ∧ s |= φ2

s |= P�p(φ1 U≤nφ2) iff ProbM(s, φ1U≤nφ2) � p
s |= S�p(φ) iff ΠM

s (Sφ) � p

ProbM(s, φ1U≤nφ2) denotes the probability measure of the paths σ starting
in s (σ ∈ pathss) satisfying φ1 U≤nφ2 i.e. ProbM(s, φ1U≤nφ2) = Prob{σ ∈
pathss | σ |= φ1 U≤nφ2}. P�p(φ1 UIφ2) asserts that the probability measure
of paths satisfying φ1 U≤nφ2 meets the bound given by �p. The path formula
φ1 U≤nφ2 asserts that φ2 will be satisfied within n time units and that all
preceding states satisfy φ1, i.e.

σ |= φ1 U≤nφ2 iff ∃i ≤ n such that σ[i] |= φ2 and ∀j < i, σ[j] |= φ1

S�p(φ) asserts that the steady-state probability for φ-states meets the bound �p.
Similar to the steady-state operator S�p(φ), we define a transient-state operator
T @n

�p (φ) such that: s |= T @n
�p (φ) iff ΠM

s (Sφ, n) � p.

Checking PCTL Operators. In [12], a methodology has been proposed to
check bounded until operator, P�p(φ1U≤nφ2). Let us consider the following par-
tition of S into three subsets:

– the success states, are labelled with φ2

– the failures states, are states which are not labelled with φ1 nor φ2

– the inconclusive states, are states labelled with φ1 but not with φ2

Let M[φ] be the DTMC defined from M = (S,P, L), by making all φ-states
(states satisfying φ) in M absorbing, i.e. M′ = (S,P′, L) where P′(s, s′) =
P(s, s′), ∀s′ ∈ S if s |= φ and if s |= φ then P′(s, s) = 1 and P′(s, s′) = 0. It has
been shown that ProbM(s, φ1 U≤nφ2) can be computed by means of transient
distributions of DTMCM′ which is obtained fromM by making success states
and failures states absorbing. In fact once a success state is reached before n
time units, φ1U≤nφ2 is satisfied regardless of which states will be visited in the
future. On the other hand, φ1U≤nφ2 is violated once a failure state is visited.
Formally, M′ = M[¬φ1 ∧ ¬φ2][φ2] = M[¬φ1 ∨ φ2] and we have the equation
ProbM(s, φ1 U≤nφ2) =

∑
s′|=φ2

ΠM′

s (s′, n) ([15]).
ΠM′

s (s′, n) denotes the probability of reaching state s′ in n steps in the DTMC
M′ when starting in s. Consequently,

s |= P�p(φ1 U≤nφ2) iff ΠM′

s (Sφ2 , n) � p (3)
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To check the steady-state operator S�p(φ) (resp. the transient-state operator
T @n

�p (φ)) it suffices to verify that the steady state probability (resp. the transient
distribution probability at time n) to be in φ states, meets the bound �p:

s |= S�p(φ) iff ΠM
s (Sφ) � p (4)

s |= T @n
�p (φ) iff ΠM

s (Sφ, n) � p (5)

3 Bounding Infinite DTMCs by Finite DTMCs

In the sequel, {Y (n)} denotes an infinite state space, time-homogeneous DTMC
taking values in {0, 1, 2, . . .}, with transition matrix R = (ri,j)i,j≥0. We want to
define a finite DTMC {X(n)} such that {X(n)} �fg

st {Y (n)} for some state func-
tions f and g. In this section, we will give two such lower bounding finite DTMCs.
The first bound is valid with a monotonicity condition on the transition matrix
R while there is no condition for the second bound. Since a time-homogeneous
DTMC is completely defined by its transition matrix and its initial distribution,
the proposed bounding chains ({X(n)}) are given in terms of their transition
matrices and initial distributions. Let us remark here that the bounding algo-
rithms given in this section are inspired from bounding algorithms [1,11], so we
do not give their proofs. Moreover their complexities in the worst-case without
any sparse implementation neither optimisation is quadratic. We first give the
definition of partial monotonicity which is required for the first bound.

Definition 7. A transition matrix P is said partially �st-monotone from level
K, if P [i, ∗] �st P [j, ∗] ∀i, j ≥ K such that i < j

3.1 First Bound

We first construct a finite state-space transition matrix by truncating the un-
derlying infinite state transition matrix, R at state N and by augmenting the
probabilities of column N to make the truncated matrix stochastic. By doing
so, we do not remove states greater than N but they are aggregated to state N .
Let Q = (qi,j)0≤i,j≤N be the matrix defined by :

qi,j =
{

ri,j , 0 ≤ i ≤ N, 0 ≤ j ≤ N − 1∑
k≥N ri,k, 0 ≤ i ≤ N, j = N

(6)

In the sequel we call N the truncation level and Q the stochastic truncated matrix
of R at level N . Remark that the quantity

∑
k≥N ri,k can be easily computed

since it is equal to 1−∑N−1
k=0 ri,k.

The second step consists in constructing P = (pi,j)0≤i,j≤N through Algorithm
1. The input parameters are the truncated matrix Q, and the probability vector
q defined from row N + 1 of R as q = (rN+1,0, . . . , rN+1,N−1,

∑
k≥N rN+1,k).

Therefore P is a stochastic matrix which is �st-monotone, lower bound in the
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Algorithm 1.
Input : stochastic matrix A; probability vector p.
Output : B such that 1)stochastic matrix, 2)�st-monotone, 3)B ≤st A,

4)B[N, ∗] �st p.
bN,0 = max(aN,0, p0)1

for i = N − 1 downto 0 do
bi,0 = max(ai,0, bi+1,0)2

end
for j = 1 to N do

bN,j = max(
∑j

k=0 aN,k,
∑j

k=0 pk) − ∑j−1
k=0 bN,k3

for i = N − 1 downto 0 do

bi,j = max(
∑j

k=0 ai,k,
∑j

k=0 bi+1,k) − ∑j−1
k=0 bi,k4

end

end

sense of�st of Q (P �st Q) and the Nth row of P is less than vector q in the sense
of �st order (P [N, ∗] �st q). Let ν = (ν0, ν1, ν2, . . .) be the initial distribution
of the Markov chain {Y (n)}, i.e., the distribution of Y (0). Probability vector
μ = (μ0, μ1, . . . , μN ) is defined on {0, 1, . . . , N} such that μi = νi, if i < N
and μN =

∑
k≥N νk. Let define the state spaces E = {0, 1, . . . , N} and F =

{0, 1, 2, . . .}. f is the identity function on E (f(i) = i, ∀i ∈ E) and function
g : F → E is defined as: g(i) = i if i < N and g(i) = N if i ≥ N . We now
demonstrate that the truncated finite state transition matrix constructed as
explained above provides a lower bound on the infinite state transition matrix.

Proposition 1. Let {Y (n)} be an infinite DTMC with state space {0, 1, 2, . . .}
and a transition matrix R which is partially �st-monotone from level N + 1. If
{X(n)} is a finite DTMC with state space E = {0, 1, . . . , N} defined by the initial
distribution μ and the transition matrix P as given above, then {X(n)} �fg

st

{Y (n)}.
Proof. Let m (resp. n) be a probability measure defined on E (resp. F ). Using
definition 3, m �fg

st n⇐⇒ m̃ �st ñ. The image measure m̃ of m by f is equal to
m (m̃i = mi, ∀i ∈ E) since f is the identity function. ñ = gn the image measure
of n by g is defined as ñi =

∑
k∈F,g(k)=i nk, ∀i ∈ E. Hence, ñi = ni if i < N and

ñN =
∑

k≥N nk and

m �fg
st n⇐⇒ (m0, . . . , mN−1, mN ) �st (n0, . . . , nN−1,

∑

k≥N

nk) (7)

Since μ = (ν0, . . . , νN−1,
∑

k≥N νk), it is obvious from the last equation that
μ �fg

st ν then X(0) �fg
st Y (0). P is constructed by Algorithm 1, thus it is �st-

monotone : P [x, ∗] �st P [y, ∗], ∀x, y ∈ E such that x ≤ y ( see ii- of theorem 1). f

is the identity function, so P [x, ∗] �f
st P [y, ∗], ∀x, y ∈ E, such that f(x) ≤ f(y).

It follows from definition 5 that P is �f
st-monotone.
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It remains to prove that P �fg
st R. From definition 6, we must show that

∀x ∈ E, ∀y ∈ F such that x = g(y), P [x, ∗] �fg
st R[y, ∗]. This is equivalent

to show that ∀i < N, P [i, ∗] �fg
st R[i, ∗] and P [N, ∗] �fg

st R[k, ∗], ∀k ≥ N . By
construction of P , we have P �st Q, (∀i ≤ N, P [i, ∗] �st Q[i, ∗]). By definition
of matrix Q (equation 6), ∀i ≤ N, Q[i, ∗] = (ri,0, . . . , ri,N−1,

∑
k≥N ri,k). Hence,

∀i ≤ N, P [i, ∗] �st (ri,0, . . . , ri,N−1,
∑

k≥N ri,k) and we conclude from equation
7 that

∀i ≤ N, P [i, ∗] �fg
st R[i, ∗]

On the other hand, R is supposed to be partially �st-monotone from level
N + 1. Thus, R[N + 1, ∗] �st R[k, ∗], ∀k > N . By property 1, we deduce
that

∑
j≥N rN+1,j ≤

∑
j≥N rk,j , ∀k > N and from property 2 we have q =

(rN+1,0, . . . , rN+1,N−1,
∑

j≥N rN+1,j) �st (rk,0, . . . , rk,N−1,
∑

j≥N rk,j), ∀k >
N . By construction of matrix P with Algorithm 1, P [N, ∗] �st q, ie. P [N, ∗] �st

(rk,0, . . . , rk,N−1,
∑

j≥N rk,j), ∀k > N . Thus P [N, ∗] �fg
st R[k, ∗], ∀k > N , and it

follows from theorem 2 that {X(n)} �fg
st {Y (n)}.

3.2 Second Bound

The second bound is constructed by truncating the infinite state space at state N
and by augmenting the probabilities of column 0 to make the truncated matrix
stochastic. Let S = (si,j)0≤i,j≤N be the truncated matrix defined as :

si,j =
{

ri,j , 0 ≤ i ≤ N, 1 ≤ j ≤ N
ri,0 +

∑
k>N ri,k, 0 ≤ i ≤ N, j = 0 (8)

Then we construct a monotone lower bounding matrix S for S through Algorithm
2. Thus S is �st-monotone and S �st S. Matrix T = (ti,j)0≤i,j≤N is obtained
from S by replacing its first row by the probability distribution (1, 0, . . . , 0).
Obviously, T is a stochastic matrix which is �st-monotone, and T �st S.

Algorithm 2.
Input : stochastic matrix A.
Output : B such that 1) stochastic matrix, 2) �st-monotone, 3)B �st A.
bN,0 = aN,01

for i = N − 1 downto 0 do
bi,0 = max(ai,0, bi+1,0)2

end
for j = 1 to N do

bN,j =
∑j

k=0 aN,k − ∑j−1
k=0 bN,k3

for i = N − 1 downto 0 do

bi,j = max(
∑j

k=0 ai,k,
∑j

k=0 bi+1,k) − ∑j−1
k=0 bi,k4

end

end
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Let ν = (ν0, ν1, ν2, . . .) be the initial distribution of the Markov chain {Y (n)}
(Y (0)). The probability vector u = (u0, u1, . . . , uN) is defined on {0, 1, . . . , N}
as u0 = ν0 +

∑
k>N νk and ui = νi if 1 ≤ i ≤ N . Let define state spaces

E = {0, 1, . . . , N} and F = {0, 1, 2, . . .}. f is the identity function on E (f(i) =
i, ∀i ∈ E) and h : F → E is defined as: h(i) = i if i ≤ N and h(i) = 0 if i > N .

Proposition 2. Let {Y (n)} be an infinite DTMC with a transition matrix R =
(ri,j)i,j≥0. If {X(n)} is a finite DTMC with state space E = {0, 1, . . . , N} defined
by initial distribution u and transition matrix T as given above, then {X(n)} �fh

st

{Y (n)}.
Proof. Let m (resp. n) be a probability measure defined on E (resp. F ). m �fh

st

n ⇐⇒ m̃ �st ñ (definition 3). m̃ = m and ñ = hn the image measure of n by
h is defined as ñi =

∑
k∈F,h(k)=i nk, ∀i ∈ E. Hence, ñi = ni if i ∈ {1, . . . , N},

ñ0 = n0 +
∑

k>N nk and

m �fh
st n ⇐⇒ (m0, m1, . . . , mN) �st (n0 +

∑

k>N

nk, n1 . . . , nN ) (9)

From this equation it is clear that u �fh
st ν, i.e X(0) �fh

st Y (0). Similar to
the proof of proposition 1, T is �f

st-monotone. To prove T �fh
st R, we must

show that ∀x ∈ E, ∀y ∈ F such that x = h(y), T [x, ∗] �fh
st R[y, ∗]. This is

equivalent to show that T [0, ∗] �fh
st R[0, ∗], T [0, ∗] �fh

st R[i, ∗], ∀i > N and that
∀i ∈ {1, . . . , N}, T [i, ∗] �fh

st R[i, ∗].
We have T [0, ∗] = (1, 0, . . . , 0) �st (ri,0 +

∑
k>N ri,k, ri,1, . . . , ri,N ), ∀i > N

(property 2). It follows from equation 9 that T [0, ∗] �fh
st R[i, ∗], ∀i > N . By

construction of T , we have T �st S, i.e, ∀i ≤ N, T [i, ∗] �st S[i, ∗]. By definition of
matrix S (equation 8), S[i, ∗] = (ri,0 +

∑
k>N ri,k, ri,1, . . . , ri,N ), ∀i ≤ N . Hence,

T [i, ∗] �st (ri,0 +
∑

k>N ri,k, ri,1, . . . , ri,N ), ∀i ≤ N . By equation 9, T [i, ∗] �fh
st

R[i, ∗], ∀i ≤ N . Finally, it follows from theorem 2 that {X(n)} �fh
st {Y (n)}.

4 Checking Infinite DTMCs by Stochastic Comparison

In this section we propose to check PCTL operators over infinite discrete-time
Markov chains using the stochastic lower bounds given in the previous section.
Throughout this section, {Y (n)} is the underlying infinite DTMC for which
we want to check PCTL operators. Before introducing the checking procedures,
we first give the following proposition for the monotonicity properties of the
transition matrix when some states are permuted.

Property 5. Let N be a given integer. If the transition matrix R is �st-monotone,
then the infinite transition matrix RN obtained by permuting some states larger
than N is partially �st-monotone from level N + 1.

In fact by permuting some states of the matrix R we may loose the monotonicity
property and RN may not be monotone. However, since the permutations con-
cern only states which are not larger than N , it is obvious that RN is partially
�st-monotone from level N + 1.



274 M. Ben Mamoun and N. Pekergin

It can be seen from equations 3,4 and 5 that to check the formula Fr =
{P�p(φ1 U≤nφ2), S�p(φ), T @n

�p (φ)} we have to sum the probabilities of a set of
states. We denote by SΣ this set of states and by PFr(SΣ) the probability of SΣ

states for the considered formula Fr. For instance, for Fr = P�p(φ1U≤nφ2), SΣ

is the set of φ2 states (SΣ = Sφ2) and PFr(SΣ) = ΠM′

s (Sφ2 , n) (see equation 3).
In general PFr(SΣ) is intractable because of the infinite state space except

the cases where the the underlying DTMC has some special structures. We
propose to compute bounds on PFr(SΣ) by considering finite state DTMCs. Let
P low

Fr (SΣ) ≤ PFr(SΣ) ≤ Pup
Fr(SΣ). Depending on the comparison operator �, we

can deduce if the underlying formula is checked or not through these bounds :

– � =≤: If Pup
Fr(SΣ) ≤ p, we can deduce that the underlying formula is checked.

– � =≥: If P low
Fr (SΣ) ≥ p, we can deduce that the underlying formula is

checked.
– In the other cases, it is not possible to decide the satisfaction or not and we

must refine the bounds by increasing the truncation level.

We apply the stochastic bounding approach to derive the bounding values
Pup

Fr(SΣ), P low
Fr (SΣ). Indeed the �st comparison of probability vectors allows

to establish the inequalities between the partial sum of probabilities (see equa-
tions 1, 2). Thus the set SΣ must be reordered at the beginning or at the end of
the state space depending whether we want to obtain an upper or a lower bound
on the partial sum.

The finite state space lower bounding DTMC are constructed by truncating
the underlying infinite state space DTMC as explained in section 3. However
it is not possible to take into account all of the possible cases depending on
the comparison operator and the finiteness or not of the set Sφ. In the fol-
lowing subsections, we discuss how we can check by this method the operators
P�p(φ1 U≤nφ2), S�p(φ), T @n

�p (φ). Let us remark here that the same notations
as in section 3 are used in the sequel.

4.1 Checking P�p(φ1 U≤nφ2)

To check P�p(φ1 U≤nφ2), we first make the success states and the failures states
absorbing to obtain the DTMC M′ (see subsection 2.2). In addition, as it has
been proposed in [12] we aggregate the success states and the failures states into
two representative macro-states ssuccess and sfailures which are absorbing. Let
M′′ be the DTMC obtained after these transformations. From equation 3 we
deduce that

s |= P�p(φ1 U≤nφ2) iff ΠM′′

s (ssuccess, n) � p (10)

We distinguish in the following the cases when the set of inconclusive states
is finite and infinite. The case when the set of inconclusive states is finite is
interesting. Indeed we can compute ΠM′′

s (ssuccess, n) exactly since the DTMC
M′′ is finite. If the set of inconclusive states is infinite, we first choose an integer
N sufficiently large to take into account the macro-states ssuccess and sfailures
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and a maximum of inconclusive states and also the initial state. In the following
{Y (n), n ≥ 0} is the infinite DTMC corresponding toM′′ with transition matrix
R. We distinguish the cases of the comparison operators � =≥ and � =≤.

– � =≥ : We permute the macro state ssuccess with state N . Let RN be the
matrix obtained after permutation. Let S be the truncated matrix of RN at
level N (equation 8). By proposition 2, {X(n)} �fh

st {Y (n)} and πX
u (n) �fh

st

πY
ν (n). By definition of functions f and h and equation 9, this is equivalent to

(πX
0 (n), πX

1 (n), . . . , πX
N (n)) �st (πY

0 (n) +
∑

k>N πY
k (n), πY

1 (n), . . . , πY
N (n)).

The success states are aggregated in state N , so we deduce from equa-
tion 1 that πX

N (n) ≤ πY
N (n) = ΠM′′

s (ssuccess, n). Thus if πX
N (n) ≥ p then

ΠM′′

s (ssuccess, n) ≥ p and P≥p(φ1 U≤nφ2) is satisfied, otherwise we cannot
conclude.

– � =≤ : We permute the macro state ssuccess with state 1. Let RN be
the matrix obtained after permutation. Using the second bound we have
{X(n)} �fh

st {Y (n)} and πX
u (n) �fh

st πY
ν (n). By definition of functions f

and h and equation 9, this is equivalent to (πX
0 (n), πX

1 (n), . . . , πX
N (n)) �st

(πY
0 (n) +

∑
k>N πY

k (n), πY
1 (n), . . . , πY

N (n)). We deduce from equation 2 that
πX

0 (n) + πX
1 (n) ≥ πY

0 (n) +
∑

k>N πY
k (n) + πY

1 (n) ≥ πY
1 (n). Recall that

with the considered permutation the success states are aggregated in state
1, so πX

0 (n) + πX
1 (n) ≥ ΠM′′

s (ssuccess, n). Thus if
∑1

k=0 πX
k (n) ≤ p then

ΠM′′

s (ssuccess, n) ≤ p and P≤p(φ1 U≤nφ2) is satisfied, otherwise we cannot
conclude.

4.2 Checking T @n
�p (φ)

We distinguish the cases of the comparison operators � =≥ and � =≤ and the
cases when the set of φ-states, Sφ is finite and infinite:

– � =≥ and Sφ is finite : In this case we first choose a truncation level, N suf-
ficiently large to take into account all φ-states. Let m be the cardinal of Sφ.
We first permute the φ-states with states from N−m+1 to N . Let RN be the
matrix obtained after permutation and S be the stochastic truncated matrix
of RN at level N (equation 8). We consider the same notations as in subsec-
tion 3.2 for T , u, f , h and the finite DTMC {X(n), n ≥ 0}. By proposition
2, {X(n)} �fh

st {Y (n)} and πX
u (n) �fh

st πY
ν (n). By definition of functions f

and h and equation 9, this is equivalent to (πX
0 (n), πX

1 (n), . . . , πX
N (n)) �st

(πY
0 (n)+

∑
k>N πY

k (n), πY
1 (n), . . . , πY

N (n)). The φ-states are states from N−
m + 1 to N , so we deduce from equation 1 that ΠX

u (Sφ, n) =
∑N

k=N−m+1

πX
k (n) ≤ ∑N

k=N−m+1 πY
k (n) = ΠY

ν (Sφ, n). Thus if ΠX
u (Sφ, n) ≥ p then

ΠY
ν (Sφ, n) ≥ p and T @n

≥p (φ) is satisfied, otherwise we cannot conclude.
– � =≥ and Sφ is infinite : In this case we are obliged to truncate also the

φ-states. We choose the truncation level, N sufficiently large in order to take
more φ-states. Let S′

φ be the subset of φ-states of cardinal m which are less
than N (S′

φ = {s, 0 ≤ s ≤ N, s |= φ}). In the same way as the previous case,
we can show that ΠX

u (S′
φ, n) =

∑N
k=N−m+1 πX

k (n) ≤ ∑N
k=N−m+1 πY

k (n) =
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ΠY
ν (S′

φ, n) ≤ ΠY
ν (Sφ, n). Thus if ΠX

u (S′
φ, n) ≥ p then ΠY

ν (Sφ, n) ≥ p and
T @n
≥p (φ) is satisfied, otherwise we cannot conclude.

– � =≤ and Sφ is finite : In this case we first choose an integer N sufficiently
large so that all states satisfying φ are less than N . Let m be the cardinal of
Sφ. We permute the φ-states with states from 1 to m. Let RN be the matrix
obtained after permutation. Let S be the stochastic truncated matrix of RN at
level N (equation 8). By proposition 2, {X(n)} �fh

st {Y (n)} and πX
u (n) �fh

st

πY
ν (n). By definition of functions f and h and equation 9, this is equivalent to

(πX
0 (n), πX

1 (n), . . . , πX
N (n)) �st (πY

0 (n) +
∑

k>N πY
k (n), πY

1 (n), . . . , πY
N (n)).

We deduce from equation 2 that
∑m

k=0 πX
k (n) ≥ πY

0 (n) +
∑

k>N πY
k (n) +∑m

k=1 πY
k (n) ≥ ∑m

k=1 πY
k (n). Recall that with the considered permutation

the φ-states are states from 1 to m, so
∑m

k=0 πX
k (n) ≥ ΠY

ν (Sφ, n). Thus if∑m
k=0 πX

k (n) ≤ p then ΠY
ν (Sφ, n) ≤ p and T @n

≤p (φ) is satisfied, otherwise
we cannot conclude. In the case when transition matrix R is in addition �st-
monotone, we can construct an upper bound for ΠY

ν (Sφ, n) using the first
bound exactly in the same way as for the steady state operator with the com-
parison operator � =≤ (see section 4.3). Thus we can use two bounds for check-
ing T @n

≤p (φ) in this case.
– � =≤ and Sφ is infinite: If S¬φ is finite, we can check T @n

≤p (φ). Let m be the
cardinal of S¬φ. We permute the m states not-satisfying φ with states from 1
to m. We take the level of truncation N equal to m. Let RN be the matrix ob-
tained after permutation. Let S be the stochastic truncated matrix of RN at
level N (equation 8). By proposition 2, {X(n)} �fh

st {Y (n)} and πX
u (n) �fh

st

πY
ν (n). By definition of functions f and h and equation 9, this is equivalent to

(πX
0 (n), πX

1 (n), . . . , πX
N (n)) �st (πY

0 (n) +
∑

k>N πY
k (n), πY

1 (n), . . . , πY
N (n)).

We deduce that πX
0 (n) ≥ πY

0 (n) +
∑

k>N πY
k (n). Remark that with the con-

sidered permutation the set Sφ is constituted by state 0 and all states greater
than N . Thus πX

0 (n) ≥ ΠY
ν (Sφ, n) and if πX

0 (n) ≤ p then ΠY
ν (Sφ, n) ≤ p

and T @n
≤p (φ) is satisfied, otherwise we cannot conclude.

4.3 Checking S�p(φ)

By this methodology, this operator can be checked only when R is stochastically
monotone, the set of φ-states is finite and the comparison operator � =≤. Let us
remark that the second bound is not interesting for the steady-state case, since
we make the first state absorbing.

We first choose an integer N sufficiently large so that all states satisfying φ
are less than N . Let m be the cardinal of Sφ. We put the m φ-states at the
beginning of the state space, i.e, we permute the φ-states with states from 0 to
m−1. Let RN be the matrix obtained after permutation. This matrix is partially
�st-monotone from level N+1 (proposition 5). Let Q be the stochastic truncated
matrix of RN at level N (equation 6). By proposition 1, {X(n)} �fg

st {Y (n)}
and πX �fg

st πY By definition of functions f and g and equation 7, this is
equivalent to (πX

0 , . . . , πX
N−1, π

X
N ) �st (πY

0 , . . . , πY
N−1,

∑
k≥N πY

k ). When the first
m φ-states are in the beginning, we deduce from equation 2 that

∑m−1
k=0 πX

k ≥
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∑m−1
k=0 πY

k = ΠY (Sφ). Thus if
∑m−1

k=0 πX
k ≤ p then ΠY (Sφ) ≤ p and S≤p(φ) is

satisfied, otherwise we cannot conclude.

5 Conclusions

In this paper we propose an approach based on the stochastic comparison to
check PCTL operators over infinite DTMCs. We present two algorithms to con-
struct finite bounding matrices from the original Markov chain and show that
these bounding matrices provide useful inequalities for checking PCTL formulas.
The first proposed bound requires a monotonicity condition on the underlying
matrix but it is used only for the steady state operator.

The stochastic comparison approach has been applied in general to simplify
the analyse of complex systems. In this work, this approach is may be the unique
alternative to deal with general infinite DTMCs which are intractable. However,
the proposed method can be also used to simplify model checking of large finite
DTMCs by considering smaller ones. The stochastic comparison approach has
interesting potentials to perform model checking for infinite state models. We
envisage to consider some case studies to illustrate the feasibility of the proposed
approach and to study the tightness of the bounds. Also, we will investigate other
bounding schemes based on this approach.
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Abstract. Recently, a quality-of-service (QoS) extension of the IEEE
802.11 standard (known as IEEE 802.11e) for wireless LANs has been
proposed. We present a versatile and accurate performance model to
study how these new QoS enhancements can be used to improve the
performance of wireless nodes competing for bandwidth in a multi-hop
ad hoc network. The paper presents the QoS enhancements, and shows
how they can be modeled using a simple, yet effective, parameterized
quasi-birth-death model. The model is developed hierarchically, in that
results at packet level (e.g., as developed by Bianchi and others) are used
in our flow-level model, in which a single bottleneck station interacts with
a time-varying number of traffic sources. Thus, we are able to study the
impact of the QoS enhancements on the flow-level performance. This
has not been done before. The results of our analyses are compared with
extensive simulations (using Opnet), and show excellent agreement for
throughput, mean number of active sources and mean buffer occupancy
at the bottleneck station. An important asset of our model is that it
allows for very quick evaluations: where simulations require up to an
hour per scenario, our model is solved in seconds.

1 Introduction

The availability of cheap yet powerful wireless access technology, most notably
IEEE 802.11 (“wireless LAN”), has given an impulse to the development of wire-
less ad hoc networks. In such networks, the stations (nodes) that are in reach
of each other, help each other in obtaining and maintaining connectivity. At the
same time they are also competitors, as they all contend for the same resource,
i.e., the shared ether as transmission medium. The medium access control of
IEEE 802.11 (based on CSMA/CA) is commonly referred to as the distributed
coordination function (DCF) [6,14]. Research has shown that, effectively, the
DCF tends to equally share the capacity among contending stations [1,8]. Al-
though this appears to be a nice fairness property, this fairness does lead to
undesirable situations in case one of the nodes happens to function as a bridge
toward either another group of nodes, or to the fixed internet, as illustrated in
Figure 1.

Recently, a quality-of-service (QoS)-extension of the IEEE 802.11 standard,
the so-called EDCA (“e”) version has been released [5]. Roughly speaking, this
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extension provides mechanisms to provide preferential treatment of certain traffic
classes (or nodes) over others. In this paper, we study these extensions in detail,
in a way not done before, as follows.

In earlier work [12], we provide a modeling framework for evaluating capacity
sharing strategies, using infinite-state Markov reward models and model checking
techniques; this paper was on the numerical algorithms and model checking
techniques themselves, and illustrated the approach using a number of generic
capacity sharing strategies, not at all related to the IEEE 802.11e standard.

In the current paper, we specialize this framework towards the IEEE 802.11e
protocol, including the differentiation parameters. We embed Bianchi’s model
and Engelstad’s extensions [1,3] into our model, to accurately describe the ef-
fective capacity, depending on the differentiation parameters in use. Both, the
specialization of the modeling framework and the embedding of Bianchi’s model
has never been done before. Furthermore, we conduct detailed simulations that
show strong evidence of the correctness of the full IEEE 802.11e model and the
employed techniques.

Important to stress is that our model is a flow-level model, with makes it
fundamentally different from packet-level models such as [1,3], which have been
proposed to compute the share of bandwidth (radio capacity) allocated to a
fixed number of sources and a bottleneck node (for various, but not all QoS
enhancements). In this paper, we use the packet-level results from [1,3] (as well
as extend them) in a (higher-level) flow-level model in which the number of
active sources varies in time, depending on how quickly they are being served.

Earlier work on the performance of IEEE 802.11 ad hoc networks considers
a variety of scenarios, see, for instance, [15] and the references therein. Also,
[8] provides an extensive simulation study of the EDCA standard, investigating
the impact of the various QoS mechanism on the performance for single-hop net-
works. However, these studies do not explicitly address the delays or throughputs
in a multi-hop ad hoc network. The only paper we are aware of that explicitly
addresses the multi-hop case (that is, the two-hop case we also address here)
is [15], by using results for a generalized processor sharing model, as studied
by Cohen [2]. However, that approach is limited in that it only allows for an
equal sharing of transmission capacity between all active stations (including the
bottleneck), hence, it does not address the new QoS-enhancements of the IEEE
802.11e standard.

In summary, the contributions of this paper are the following. The paper
presents (i) an extension of the models of Bianchi and Engelstad [1,3] to deal with
the TXOPlimit QoS-enhancement; (ii) the embedding of these extended models
into our modeling framework (iii) the numerical evaluation of this combined
embedded model, and (iv) a comprehensive comparison with detailed (packet-
level) simulations using Opnet [10], showing very favorable results. Moreover
the analytical techniques are much faster than simulation.

This paper is further organized as follows. We start with a description of
the IEEE 802.11 access mechanism and discuss the four QoS extensions in Sec-
tion 2. A description of the generic model is given in Section 3. We then describe
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bottleneck B

internet

sources

Fig. 1. Bottleneck in a two-hop ad hoc network

precisely how the four IEEE 802.11e QoS-extensions are cast into this model in
Section 4. In Section 5 the detailed Opnet simulation setup is described, be-
fore we come to a careful comparison of our model’s results with the simulation
results in Section 6. Section 7 concludes the paper.

2 IEEE 802.11 Ad Hoc Networks

We address a wireless ad hoc network in which the individual nodes communicate
with each other through the IEEE 802.11 protocol. In such a network the DCF
organizes medium access through a carrier sense multiple access scheme with col-
lision avoidance (CSMA/CA). All stations in such a network contend for the same
radio capacity C (measured in packets per second). Whenever a station wants to
send a packet, it first senses the medium until the medium is empty for at least
a DIFS period (DIFS: DCF inter frame spacing). If the medium is initially found
empty, a station that wants medium access immediately starts transmitting af-
ter sensing the medium idle for a DIFS period. If the medium is found busy, all
stations that want medium access participate in the contention mechanism. After
the medium has been idle for at least a DIFS period, each stations draws a ran-
dom backoff time b. Each station then waits for its chosen backoff time and keeps
sensing the medium. If the medium is still idle after DIFS+b time slots, the station
may access the medium. As a result, the station with the smallest backoff acquires
medium access, if the minimum backoff is unique.

We assume, that whenever two stations draw the same minimum backoff, a
collision occurs. Note that in reality this depends on the relative signal strengths
at the intended receiver. When the medium is sensed busy during the backoff
period, the backoff is suspended and the station continues counting down the
backoff after waiting the DIFS period from the moment the medium is sensed
idle again. The random backoff is drawn uniformly from the so-called contention
window (CW), initially set to [0, CWmin − 1]. For up to rmax − 1 collisions, the
size of the contention window doubles with every unsuccessful transmission and
is reset to CWmin after a successful transmission. Once the contention window
has reached size CWmax = 2rmax · CWmin it stays unchanged until a successful
transmission occurs. Note that in the standard IEEE 802.11 protocol, the values
CWmin and CWmax are fixed.
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The scenario under study, as illustrated in Figure 1, has a varying number N
of active nodes, the so-called sources, which are all within reach of each other.
Additionally, there is one special node B, referred to as bridge or bottleneck,
reachable by all sources. B is the only node that can reach the fixed internet.
Thus, all traffic originating from the sources and the traffic passing through the
bridge has to share the same wireless transmission capacity. It has been shown
that the DCF access mechanism effectively shares the radio capacity equally
over all active nodes (a result of the fairness of the access mechanism itself
[1,8]). Clearly, this situation benefits the sources as a group, as they can use a
relatively large share of radio capacity to send their packets, whereas the bridge
becomes a bottleneck: B gets a share as any other individual node, however, it
has to support the traffic of all other nodes. This leads to a very high buffer
occupancy in B, eventually also buffer overflow, and in any case, long delays.

The Enhanced Distributed Channel Access Function (EDCAF) of IEEE
802.11e allows multiple contention instances to be simultaneously active in a
single station, each supporting a certain access category (AC). Furthermore,
the standard introduces four differentiation parameters (EDCA parameters), as
discussed below, which can be set individually for each access category of each
individual station to enable QoS provisioning [13].

We facilitate adaptive capacity sharing between stations by letting each sta-
tion have a single access category, and using the EDCA parameters for differen-
tiating between the source stations and the bottleneck station. In principle the
EDCA parameters are meant for service differentiation, while we apply it here
for node differentiation. Another relevant scenario for such node level differen-
tiation is the case of UL/DL transfer in an infrastructure-based WLAN, where
the access point should get a bigger share of the resources. The considered values
for the differentiation parameters per access category are introduced later on in
Table 4.

In the remainder of this paper we will analyze the following four scenarios:

0. With standard IEEE 802.11, the medium needs to be idle for at least a DIFS
period before stations can start to content for medium access. After winning
contention a station is allowed to send exactly one packet.

In the IEEE 802.11e QoS extension, two contention-based methods are proposed
to change the above procedure:

1. The initial value of the contention window (CWmin−1 ) and/or the maximum
value of the contention window (CWmax − 1) are set smaller for a given
station, thus, this station draws its backoff from a smaller contention window,
hence, has a higher probability to win contention.

2. With so-called arbitration inter-frame spacing (AIFS) it is possible to assign
different inter-frame spacings for different service classes (or nodes) instead
of the fixed DIFS. Thus, high-priority nodes can be assigned shorter AIFS,
so that they can start counting off their backoff earlier, hence, have an ad-
vantage when contending for medium access.
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A way to adapt the capacity sharing that does not alter the actual contention
mechanism is the following:

3. The transmission opportunity limit (TXOPlimit) provides a time period dur-
ing which a station may send packets after having won a contention. Thus,
a station with a sufficiently high TXOPlimit is able to send several packets
and will thus be able to grab a larger share of the channel capacity than a
station with a smaller TXOPlimit.

The above four parameters (CWmin and CWmax, AIFS and TXOPlimit) in the
IEEE 802.11e standard can be used to reallocate the amount of radio capacity
given to the sources and to the bottleneck. These three possibilities will be
addressed in detail in the models we discuss next.

3 Overall Capacity Sharing Model

We model the bottleneck B, cf. Figure 1, using an infinite-state stochastic Petri
net (iSPN), as given in Figure 2. The left part of this figure contains an un-
bounded place (double circle) buffer that models the (buffer of the) bottleneck
of the system. Transition input models the total arrival stream of packets from
all active sources, whereas transition output models the transmission of packets
leaving the bottleneck B. Note that the rates of both these transitions depend on
the number of active sources and the amount of radio capacity that is allocated to
each source and the bottleneck node; we come back on the form this dependency
takes below. We limit the maximum number of active sources to some finite
number K (taken to be 10 in most evaluations). This is a reasonable restriction,
as the number of active sources in an ad hoc network cannot be arbitrarily high.
We do not distinguish between individual active sources, so we can model the
number of active sources as shown in the right part of the iSPN in Figure 2.
To obtain a memoryless behavior needed for Markovian modeling, an inactive
source becomes active after a negative exponentially distributed amount of time
(with mean 1/λ)and immediately instantiates a flow, which has a geometrically
distributed length, measured in packets. The average size of a data packet is
assumed to be E[P ] = 1500 bytes, with exponentially distributed packet length.
The duration of a flow does not only depend on its size but also on the radio
capacity a source can use to transmit the flow. Note that the duration of a flow
implicitly gives the source departure rate, as well.

Following the parametric assumptions made in [15], the expected amount of
work put forward per flow (the amount of packets comprising the flow) equals
E[F ] = 500 packets; the other values for the key system parameters are sum-
marized in Table 1. In Table 2 we list the four state-dependent transition rates
of the iSPN, where N refers to the current number of active sources (i.e., the
number of tokens in place active sources), and B to the current number of pack-
ets queued in the bottleneck (i.e., the number of tokens in place buffer). Note
that the transitions input and output in fact make use of the same medium,
hence, they have to share the available capacity; this is exactly what the IEEE
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Table 1. Values for the system parameters

parameter

arrival rate λ ∈ [0.1, 0.4]sec−1

average flow size E[F ] = 500 packets
overall radio capacity C = 917 packets/sec

maximum of active sources K = 10

input buffer output
NK-N

inactive sources

source arrival

active sources

source departure

Fig. 2. High-level model as iSPN

802.11[e] access mechanism is for! The functions Sb(·) and Ss(·) (for bottleneck
and source) now give the share of capacity that is allocated to the bottleneck
and to all sources, respectively. Note that Sb(·) and Ss(·) depend on the number
of currently active sources (N), as well as on whether or not the bottleneck has
packets queued, or not (B > 0).

In Section 4, we will present concrete expressions for the functions Sb(·) and
Ss(·); in doing so, we have achieved one generic model at the iSPN level, that
can be specialized toward different QoS enhancements, by “plugging in” the
appropriate bandwidth sharing functions Sb(·) and Ss(·).

Table 2. State-dependent transition rates for the iSPN

input: output:

if N = 0 then if B = 0 then
return 0; return 0;

else else
return C · Ss(·); return C · Sb(·);

end if end if

source departure:

return C · Ss(·)/E[F ]

source arrival:

return (K − N)λ

Note that, in practice, the effective capacity C is not fixed, but depends on
adaptive modulation, which tunes sending rates to experience link qualities.

4 Modeling the QoS Enhancements

In this section we present explicit expressions for the functions Ss(·) and Sb(·)
that express the share of the wireless capacity that sources and the bottleneck
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receive, resp., for each of the QoS enhancements. We use the model of Bianchi
[1], plus some extensions, to compute these shares.

4.1 Bianchi’s Model

Bianchi [1] proposes an analytical evaluation of the saturation throughput, as-
suming ideal channel conditions for basic IEEE 802.11. This model allows us
to accurately compute the throughput for a fixed number of stations under the
assumption that they always have a packet to send, as follows. From a single
station that is modeled as discrete-time Markov model, two mutually dependent
stationary probabilities are obtained: the probability τ that the station trans-
mits a packet in a generic slot time, and the probability p that a transmitted
packet encounters a collision. These probabilities are expressed in the form of a
system of two non-linear equations [1, Eqn. (7) and (9)].

In a generic slot time three different events can occur: the successful trans-
mission of a packet, a collision, or just an empty slot used for counting down
backoff. Thus, the length of a generic slot time depends on the event that oc-
curs. Considering the different durations and probabilities of these events, it is
possible to compute the throughput of the system.

4.2 Engelstad’s Extended Model

In a recent paper [3], Engelstad extends the model of Bianchi by including the
impact of the QoS enhancements on the effectively available capacity in IEEE
802.11e. Furthermore, this extended model allows to compute the throughput
for stations from different access categories, also in the non-saturated case, i.e.,
when the stations not necessarily always have a next packet to send.

In our de-compositional analysis approach, however, we still use the saturated
case. An active source sends, on average, 500 packets in a row before becoming
inactive; this means that, on average, with probability 499

500 there is a next packet
to be sent. Due to the decomposition, inactive sources are not considered within
Engelstad’s model. This might be seen as an approximation, but its impact will
be small, as we will see later. For our purposes, we use two different access
categories, ACi with i = b for the bottleneck, and i = s for the active sources,
where ACb contains zero or one station, and ACs contains zero to ten stations.

Engelstad now proceeds to compute similar probabilities as Bianchi does, how-
ever, now for each possible access category, i.e., the following two probabilities
are computed: τ(i), the probability that a station of category i transmits, and
p(i), the probability that a transmission of category i is successful. As in the
Bianchi model, these probabilities are defined through systems of mutually de-
pendent non-linear Equations [3, Eqn. (5) and (12)], which can easily be solved
using a tool like Maple. Note that we have to solve these equations once for ev-
ery combination of number of active nodes in each access category, that is, ACb

and ACs, to obtain throughputs for every possible combination of active nodes
in the high-level model. From the above probabilities τ(i) and p(i), Engelstad
then derives yet another three probabilities: the probability pi,s for a successful
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transmission for category i (cf. [3, Eqn. (27)]); the probability ps for successful
transmission for any category (cf. [3, Eqn. (28)]); and, finally, the probability
pb that the medium is busy during a generic time slot (cf. [3, Eqn. (11)]).

4.3 Relative throughputs

Using the probabilities pi,s, ps, and pb obtained from the model of [3], we can
derive the actual throughput for each access category, i.e, the throughput of the
bottleneck, and the throughput of all active stations, as follows:

Si =
pi,s · txopi · tdata

(1 − pb) · tslot + ps · Ts + (pb − ps) · Tc
, i ∈ {b, s}, (1)

where the denominator states the average duration of a generic time slot, be-
ing the sum of the times for an empty slot (tslot), the time for a successful
transmission (Ts), and the time for a collision (Tc), weighted by their respective
probability. The nominator denotes the part of a time slot that is, on average,
used for transmission of data for category i. Here, txopi denotes the number
of packets of length tdata sent after winning contention. Instead of modeling
TXOPlimit as a time period, we assume that for a given packet size, a station of
category i can send txopi packets during one TXOP period1: Note that Equa-
tion (1) provides the input for the state-dependent transition rates in the iSPN
model, cf. Table 2.

To actually compute the values, Table 3 specifies the individual durations
and the default values for the system parameters that are used to compute
the time for a successful transmission and the time for a collision, respectively.
Considering the use of Request To Send/Clear To Send (RTS/CTS), the time
for a collision is given by

Tc = tPHY + tRTS + tAIFSmin. (2)

The time for the successful transmission of a packet with RTS/CTS depends on
the TXOP values:

Ts = tPHY + tRTS + tSIFS + tPHY + tCTS+
(tSIFS + tPHY+tMAC + tdata + tSIFS + tPHY + tACK) · txop + tAIFSmin,

(3)

where txop is the average number of packets sent after a successful contention
computed as weighted sum:

txop =
∑

i∈{s,b}
txopi ·

pi,s

ps
. (4)

1 That is, we model a time-based mechanism by means of a count-based mechanism; a
similar modeling approach has been applied successfully, for instance, by Groenendijk
[4], to model time-token access mechanisms.
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Table 3. Time durations & default values

parameter value comments parameter value comment

tSIFS 10μs tslot 20μs
tPHY 192μs assuming long preamble tRTS 160μs 20 bytes @ 1 Mbps
tCTS 112μs 14 bytes @ 1 Mbps tMAC 25μs 34 bytes @ 11 Mbps
tdata 1091μs 1500 bytes @ 11 Mbps tACK 112μs 14 bytes @ 1 Mbps
tAIFSmin 50μs 2 · tslot + tSIFS

The different values of CWmin, CWmax are immediately taken into account,
when computing τ(i) and p(i), as described in [3]. When modeling access cate-
gories with different AIFS, we use the approximation as proposed in [3, Section
3.3] to compute the throughput. This implies that the minimum AIFS over all
access categories is used for computing the time for a successful transmission (cf.
Eqn. (3)) and the time for a collision (cf. Eqn. (2)). The remaining slots, which
stations of lower categories have to wait before starting backoff countdown, are
modeled as being distributed uniformly over all slots. This involves rescaling the
probability that the chanel is busy, pb. The differentiation of the AIFS is then
taken into account when computing τ(i) and p(i). Modeling differentiation by
means of TXOPlimit is also incorporated in Equation (1), which is an extension
of the throughput as presented in [3].

Table 4 specifies the values for the differentiation parameters for the bottle-
neck and the sources that are considered in the following. The default values are
marked with an asterisk.

Table 4. Considered values for the differentiation parameters per access category

parameter value for ACb value for ACs

AIFSb (slots) 2* 2*, 7 or 12
CWmin (slots) 32* 32*, 64 or 128
rmax 4* 4*
txop (packets) 1*, 2 or 3 1*

4.4 Measures of Interest

The bridge B is the bottleneck of the two-hop ad hoc network. We therefore
study the expected number of packets in the buffer of the bottleneck (M1), as
well as the throughput of the bottleneck (M2), and the expected number of
active sources (M3), for all possible QoS mechanisms and for different source
arrival rates. Instead of specifying the performance models of interest manually
at the state level, we instead use a high-level specification mechanism. Given the
generic iSPN and the expressions for the throughputs, a generation algorithm is
used to automatically derive the underlying Quasi Birth Death (QBD) process
[9,7,11].
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Note, that we are not able to compute flow-related measures, as the flow
time or flow throughput, as our model does not distinguish between packets of
the different sources. However, we think that the throughput at the bottleneck
and, possibly, the throughput at the sources is enough to capture the effects of
differentiation in this scenario.

5 Simulation Model

The bottleneck scenario has also been modeled and simulated in Opnet, version
11.5. [10]. In this section we explain the simulation setup and the parameter
settings for the different QoS parameters.

Opnet is organized hierarchically in levels, where every level adds more detail.
At the highest level, we place ten advanced WLAN stations, as provided by
Opnet, to model the ten sources, and two more to model the bottleneck and
the sink, where all the data is sent to. We then adapt the WLAN stations in the
node editor once for the sources and once for the bottleneck. For the sources, a
new traffic generation process is created that is put inside each source. The traffic
generation process can be either active or inactive. As soon as it becomes active
it places a geometrically distributed amount of packets into its MAC layer queue.
When the transmitter has been able to send all these packets to the bottleneck
it gets inactive again. The packet size is set to 1500 bytes. As in the analytical
model all sources are independent and becomes active with the global arrival
rate λ, when currently inactive.

The WLAN station that models the bottleneck does not need a traffic genera-
tion process. Arriving packets from the MAC layer are immediately routed back
to the MAC layer and are forwarded to the sink. The size of the data buffer in
the MAC layer is set to the highest possible value, 108, to match the assumption
of the infinite buffer in the analytical model as accurately as possible. Once the
buffer limit is reached, data packets will be discarded until the buffer has free
space to store new packets. Note that the complete access mechanism, in all its
details, is being included in the Opnet simulation. No approximations or further
assumptions are being done. The wireless LAN parameters in Opnet are set as
follows:

– the data rate is set to 11 Mbps,
– regular RTS/CTS is enabled, the RTS threshold is set to 256 bytes,
– EDCA parameters are not supported for basic IEEE 802.11 and supported

for IEEE 802.11e and set according to the simulation scenario under study.

The content of the MAC layer queue is sampled over time and its time average
corresponds to the measure expected buffer occupancy (M1) in the analytical
model. The number of currently active sources is also sampled and its time
average corresponds to expected number of active sources (M3) in the analytical
model. Furthermore, the throughput of the bottleneck is sampled over time and
its time average is compared to the throughput (M3) of the bottleneck in the
analytical model. For every QoS parameter we consider seven different loads:
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λ ∈ {0.01; 0.015; 0.02; 0.025; 0.03; 0.035; 0.04}. Every value of λ is simulated in
every scenario with ten randomly chosen seeds for two hours, leading to 70
simulation runs per curve. One simulation run takes between 20 and 50 minutes,
resulting in an estimated run time per point, including confidence intervals, of
200 to 500 minutes. In the following we show the mean of the simulation results
for ten seeds together with the corresponding 95% confidence interval.

6 Comparing Analytical and Simulation Results

In the following sections we compare the analytical and simulation results for
the four different scenarios, followed by a discussion of the throughput that is
achieved in the bottleneck, depending on the differentiation parameters.

6.1 Basic Scenario

In the basic 802.11 scenario the EDCA parameters are set to the default val-
ues, as given in Table 4. Figure 3 shows the expected buffer occupancy in IEEE
802.11 without differentiation and Figure 4 shows the expected number of active
sources. In the basic scenario the results from simulation and analysis are very
close to each other, the estimated expected buffer occupancy is always inside the
confidence intervals. With increasing λ the variance of the simulated buffer occu-
pancy grows as seen from the larger confidence intervals. As could be expected,
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the buffer occupancy increases exponentially with λ. For λ greater than 0.04 the
system soon becomes overloaded. The steady state distribution then does not
exist any more and the buffer of the bottleneck in the simulation overflows. The
number of active sources grows almost linearly with increasing λ.
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6.2 Differentiating with CWmin

We compare the results from simulation and analysis for two different settings
for the expected buffer occupancy in Figure 5 and in Figure 6 for the expected
number of active sources. In this scenario, CWmin is extended in the sources to
CWmin = 64 and to CWmin = 128, whereas the other EDCA parameters are set
to the default values as specified in Table 4. Compared to basic IEEE 802.11 the
mean buffer occupancy is lower when the sources operate with a larger window
size. This is due to the fact that the bottleneck gets a higher capacity share. On
the other hand the sources remain active longer (expected number of sources is
higher than in the basic scenario).

We observe that in the parameter setting CWmin,s = 64, simulation and anal-
ysis results are close for buffer occupancy and number of active sources, respec-
tively. For the parameter setting CWmin,s = 128, the analysis overestimates the
capacity that is allocated to the bottleneck. Hence, the mean buffer occupancy
is underestimated and the mean number of active sources is overestimated by
the analysis.
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6.3 Differentiating with AIFS

In this scenario the value of AIFS is changed first to 7 and then to 12 in the
sources, while the other EDCA parameters remain set as in the basic scenario.
The analytical results and the simulation results for the two different AIFS
settings are compared in Figure 8 for the expected number active sources. Sim-
ulation shows that our results are highly accurate.

Figure 7 shows the expected buffer occupancy at the bottleneck on a logarith-
mic scale. The mean buffer occupancy is much lower than in the basic scenario.
It is also lower than in the CW scenario, while the mean number of active source
is comparable. This indicates that in the CW scenario more capacity is wasted
due to longer backoff times.
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6.4 Differentiating with TXOPlimit

To study the influence of TXOPlimit this value is set to 4000 μs, and to 6000
μs in the bottleneck only, while the other EDCA parameters remain unchanged.
A TXOPlimit of 4000 microseconds allows two data packets to be sent, whereas
a TXOPlimit of 6000 microseconds allows three data packets to be sent. The
resulting curves from analysis and simulation are compared in Figure 9 for the
buffer occupancy and in Figure 10 for the number of active sources, respectively.
The mean buffer occupancy is much lower than in all other scenarios. The number
of active sources is lower than in the other differentiated scenarios and only
slightly higher than in the basic scenario. This is due to the fact that less packets
have to undergo contention and thus less collisions occur with leads to a higher
effective capacity.
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6.5 Throughput

To further analyze the impact of the differentiation parameters, we compute the
throughput of the bottleneck, as a function of the parameter λ. The throughput
for the basic IEEE 802.11 is compared with the throughput that is achieved in
three differentiated settings: when TXOPlimit of the bottleneck is set to 3, when
CWmin,s is set to 128 and when AIFSs is set to 12. In Figure 11 we show our
highly accurate analytical results for the throughput in these different settings
together with the confidence intervals of the corresponding simulation runs.
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For all λ ∈ {0.01, . . .0.04}, the largest throughput is achieved in basic IEEE
802.11. The throughput for txopb = 3 is just a little lower for increasing values
of λ. The throughput for differentiated CWmin,s and AIFSs fall together and
this throughput is considerably lower than in the two other cases.

This non-intuitive result is due to the fact, for given λ, the offered load depends
on the average number of active sources. Recall, that the number of active sources
is higher in the differentiated settings than in basic IEEE 802.11, as part of the
capacity has been moved from the sources to the bottleneck. When the sources
remain active for a longer time, they become active less frequently, so in total
fewer packets are introduced to the bottleneck. Clearly, the bottleneck can only
forward packets that have been sent to him from the sources. Since we assume
infinite queue lenght, the throughput equals the offered load as long as the
bottleneck queue is stable. Note that with differentiation the queue remains
stable for much higher λ, compared to the standard 802.11. As a result, the
maximum throughput using differentiation is expected to be higher than for the
standard 802.11.
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Finally, when CWmin and AIFS are increased to differentiate, this comes at
the cost of a decreased effective capacity, as more time slots will pass unused. In
contrast, increasing TXOPlimit effectively increases capacity, as multiple packets
are sent within TXOPlimit after just one contention period. However, as can be
seen in Figure 11 the increase in effective capacity is not enough to compensate
for the slightly higher mean number of active sources for different TXOPb, as
shown in Figure 10.

7 Conclusions

In this paper we have presented a new model for analyzing the recently standard-
ized quality-of-service enhancements of the IEEE 802.11e access mechanism in
a two-hop ad hoc network. Our high-level model is flow-based, and uses results
from packet-based models (such as those proposed by Bianchi and Engelstad
[1,3]), and allows for the numerical evaluation of the buffer occupancy at the
bottleneck node, the system throughput, as well as provides information on the
mean number of active sources. The latter is important, as our model allows for
a time-varying number of active sources, as opposed to earlier models that only
allow for a fixed number of sources. The model is very easy to use (and exten-
sible) as the basic model structure remains the same for all enhancements; just
allocation functions (denotes as Sb() and Ss() in the paper) need to be defined.
An efficient numerical solution based on the underlying quasi-birth-death struc-
ture of the model is automatically provided (using previously defined algorithms,
cf. [12]).

We compare our results with extensive simulations (built using Opnet) and
show that our models provide very accurate results at almost negligible cost in
comparison to the simulations. No other analytical models that allow for similar
evaluations have been proposed so far.

The results show that all differentiation parameters are able to allocate ca-
pacity in a more balanced way to the bottleneck and the sources, resulting in
a much smaller buffer occupancy. However, the throughput of the bottleneck
differs, depending on the differentiation used. In this paper, we only analyzed
the throughput of the bottleneck as a function of the source arrival rate λ.

Further work is needed to compare the maximum throughput that can be
achieved per differentiation parameter, for arbitrary values of λ.
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Abstract. This paper addresses the performance of the contention-
based polling techniques at the bandwidth reservation stage of IEEE
802.16 standard. A general proposition is proved, which establishes that
the grouping of users in the random multiple access system does not
change its capacity. Broadcast and multicast polling mechanisms are
then considered, for which the throughput and the rate of the truncated
binary exponential backoff algorithm are calculated for the lossy and the
lossless system types, respectively. It is shown, that subject to proper op-
timization the performance of the aforementioned algorithm is the same
for both system types. The efficiency of the symmetric user grouping is
finally studied, which demonstrates that a negligible performance gain
may be achieved for the cost of the increased IEEE 802.16 overhead.

1 Introduction and Background

IEEE 802.16 standard [1] defines a high-speed access system supporting multi-
media services. In IEEE 802.16 protocol stack the medium access control (MAC)
layer supports multiple physical (PHY) layer specifications, each of them cov-
ering different operational environments. IEEE 802.16 is likely to emerge as an
outstanding cost-competitive technology mainly for its longer range and sophis-
ticated quality-of-service (QoS) support at the MAC layer.

Many research papers concentrate on the performance evaluation of the var-
ious IEEE 802.16 features. In particular, the bandwidth requests transmission
by a system user to reserve a portion of the channel resources is frequently ad-
dressed. A detailed description of the reservation techniques is known from the
fundamental work in [2]. The standard allows a random multiple access (RMA)
scheme at the reservation stage and implements the truncated binary exponential
backoff (BEB) algorithm for the purposes of the collision resolution.
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The asymptotic behavior of the BEB algorithm was substantially addressed
in the literature. In [3] it was shown that the BEB algorithm is unstable in
the infinitely-many users case. By contrast, [4] shows that the BEB is stable
for any finite number of users, even if it is extremely large, and sufficiently low
input rate. These seemingly controversial results demonstrate the two alternative
approaches to the analysis of an RMA algorithm [5]. The former is the infinite
population model, which studies the ultimate performance characteristics of an
RMA algorithm. The latter is the finite population model that addresses the
limits of the practical algorithm operation. An exhaustive description of both
models may be found in [6] and [7].

Both finite and infinite models require a framework of additional assumptions,
which makes the analysis mathematically tractable. The set of assumptions given
by [8], [9] and in Section 3 has nowadays become classical and evolved into a
reference RMA model. The performance of the BEB algorithm in the frame-
work of the reference model is addressed in [10], which allowed a deeper insight
into its operation. In [11] an extremely useful Markovian model to analyze the
performance of the BEB algorithm was first introduced.

Together with the analysis of the BEB itself, much attention is paid to its
proper usage in IEEE 802.16 standard. In Section 2 we give a brief description
of IEEE 802.16 features. It is known that the BEB algorithm may be adopted
for both broadcast and multicast user polling. In case of multicast polling the set
of all system users is divided into smaller subsets. The efficiency of broadcast
and multicast polling was extensively studied in [12]. Some practical aspects of
the BEB application for the delay-sensitive traffic were considered in [13].

The motivation behind this paper is to show that despite the fact that for
some scenarios multicast polling results in a slightly better system performance,
like it is claimed in [12] and [13], the gain is practically negligible when all the
users share the similar QoS requirements. In order to verify this hypothesis, we
firstly address the infinite population model in Section 4 and show that the RMA
capacity (see [14] and [15]), cannot be increased by the grouping of users.

In Section 5 we study the BEB algorithm performance in a practical finite
population model. Further, by using various analytical techniques we mathemat-
ically express the possible gain from the use of broadcast/multicast polling for
the different types of the system. The Conclusion summarizes the paper.

2 Standard Overview

IEEE 802.16 standard specifies PHY and MAC layers and supports two modes
of operation: the mandatory point-to-multipoint mode (PMP) and the optional
mesh mode. The MAC layer is subdivided into three hierarchical sub-layers.
Through the convergence sub-layer IP, ATM and Ethernet traffic types are sup-
ported. Five levels of QoS are specified within MAC sub-layer, which correspond
to the QoS classes. MAC data packets can be variable-length with concatena-
tion and fragmentation mechanisms supported. Privacy sub-layer performs the
encryption of the data packets together with the other cryptographic functions.
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The basic IEEE 802.16 architecture assumes that there are one base station
(BS) and one or more subscriber stations, which are referred to as users in
what follows. The packet exchange between the BS and the users is assumed to
be via separate channels. A downlink channel is from the BS to the users and
the uplink channel is in the reverse direction. Therefore, there is no particular
connection associated with the downlink channel, while in the uplink channel all
the connections from all the users are multiplexed.

IEEE 802.16 defines two duplexing mechanisms the channels: time division
duplex (TDD) and frequency division duplex (FDD). In the TDD mode the
frame is separated into the downlink and the uplink parts. The simplified struc-
ture of the MAC frame in the TDD mode is shown in Fig. 1. In the FDD mode
the users transmit in different sub-bands and do not interfere with each other.

User1 Tx 
Interval

User2 Tx 
Interval

Frame
DownLink (DL) sub-frame UpLink (UL) sub-frame

UL-MAP indicates the starting time slot of each uplink burst

UL-MAP
DL-MAP
Preamble

Reservation interval

Bandwidth
requests Collision

Fig. 1. IEEE 802.16 frame structure in the TDD mode

In the downlink channel the BS is the only station to broadcast packets to
all the users. Together with the data packets, the BS also transmits service
information about the schedule for each of the users in the uplink channel. This
information is incorporated in the UL-MAP message and is used by the users for
scheduling their data packets in the uplink channel. To allow the feedback from
the users the BS also specifies a portion of channel resources as the reservation
interval. During this interval the users transmit their bandwidth requests (or
requests, for short), which are then processed by the BS.

The access procedure of the users to the reservation interval could be either
contention-based or contention-free. The latter is referred to as unicast polling,
where the BS assigns a transmission opportunity (which is referred to as slot
below) to each user for its bandwidth requests. The former comprises two mech-
anisms, namely, multicast and broadcast polling. During broadcast polling the
users send their bandwidth requests by choosing one of all the available slots. In
case of multicast polling the users are polled in groups and within a group the
rules of broadcast polling apply. During the contention-based access the request
collisions may occur, which are resolved following the truncated binary exponen-
tial backoff algorithm. The piggybacking mode allows a user to attach further
bandwidth requests to its data packets, once bandwidth for the first packet has
been granted by the BS.
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3 Reference System Model

In this section the reference RMA model [8], [9] is discussed that simplifies the
below derivations. The system time is divided into adjacent frames of the equal
duration. The frames are enumerated with integer and nonnegative numbers.
Suppose there are M users in the system. We formulate additional assumptions
about the way the requests arrive into the system and are transmitted.

Assumption 1. According to IEEE 802.16 standard each user may potentially
establish multiple connections with the BS using different negotiated QoS pa-
rameters, and a bandwidth request can be issued on a per-connection or a per-
station basis. In what follows we assume that each user has only one connection
at a time and all the connections belong to the same QoS class.

Assumption 2. Each frame comprises K equal contention slots for the request
transmissions. K is constant throughout the system operation.

Assumption 3. In each slot one of the following situations may occur:
− exactly one user transmits its request (success);
− none of the users transmit the request (empty);
− two or more users transmit their requests simultaneously, which results in

the corruption of all the requests at the BS (collision).

Assumption 4. The uplink channel is noise-free. Therefore, the BS faultlessly
determines, which situation occurred in a slot. If only one user transmits, then
the BS always decodes the bandwidth request successfully.

Assumption 5. No piggybacking is used and for each arrived data packet a
separate bandwidth request is generated. As we concentrate on the bandwidth
reservation process, we assume the virtual input flow of requests into the system.

Assumption 6. By monitoring user activity in the frame t − 1 the BS makes
a schedule for the uplink sub-frame of the frame t and broadcasts this schedule
in the downlink sub-frame of the frame t. A user receives the feedback from the
request transmission in the frame t− 1 by the beginning of the frame t.

According to the standard this is not the case. Feedback information is not
explicitly transmitted to a user. A special request timeout is used to wait for
the uplink grant from the BS, and only if it is expired, the request transmis-
sion is considered corrupted. We make this ’immediate’ feedback assumption
for the simplicity of the analysis only. All the forthcoming derivations may be
generalized for the case of the ’delayed’ feedback.

Assumption 7. The downlink channel is noise-free. Therefore, a user faultlessly
receives the schedule and the request transmission feedback from the BS.

Assumption 8. Denote the random number of the new request arrivals to the
user i in the frame t by X

(t)
i . For all t ≥ 0 and i = 1, . . . , M the random variables

X
(t)
i are independent and identically distributed (i.i.d.). Assume also that at
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most one new request arrives to a user per frame with the probability y. Thus,

E[X(t)
i ] = y for all t ≥ 0 and i = 1, . . . , M , as well as E[

M∑
i=1

X
(t)
i ] = My � Λ.

The value of Λ is hereinafter referred to as the cumulative input rate and the
considered input flow constitutes a Bernoulli flow.

4 Infinite User Population

Following the approach from [5] we allow the number of users in the system
M to increase infinitely and the probability of a request arrival y to decrease
simultaneously so that their product remains constant, that is My = const = Λ.
Then the limit of the cumulative arrival process given by Assumption 8 is Pois-

son, i.e. lim
M→∞

Pr{
M∑

j=1

X
(t)
j = i} = Λi

i! e−Λ. Below we make the basic definitions

and introduce lossy and lossless system types as follows.

4.1 Lossy System

Definition 1. The RMA algorithm A from the class of algorithms for the lossy
system A ∈ Alossy is defined as a rule that allows a user with a pending request
to determine whether it should transmit this request in the following slot s
or discard it. If a request is discarded then the corresponding data packet is
lost [16].

Definition 2. We introduce a random variable Z(t), which is the number of the
successful request transmissions in a frame comprising K slots. Clearly, Z(t) ∈

{0, 1, . . . , K}. Define the random variable ΨA(K, Λ, s) �
s∑

j=0
Z(t)

sK . The limit of this
expression for s, if it exists, represents the output rate per slot of the algorithm
A in the lossy system, that is ΨA(K, Λ) � lim

s→∞ΨA(K, Λ, s).

Definition 3. The throughput of the algorithm A in the lossy system is the
maximum achievable output rate for all the input rates, which implies:

TA(K) � sup
Λ

ΨA(K, Λ). (1)

Definition 4. The capacity of the lossy system is the maximum throughput
over the class Alossy(K) of the RMA algorithms with K slots per frame:

Clossy(K) � sup TA(K)
A∈Alossy(K)

. (2)

Notice, that the throughput value characterizes the behavior of an RMA algo-
rithm, whereas the capacity gives the ultimate performance threshold for the
entire lossy system.
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4.2 Lossless System

Definition 5. The RMA algorithm A from the class of algorithms for the lossless
system A ∈ Alossless is defined as a rule that allows a user with a pending
request to determine whether it should transmit this request in the following
slot s. Notice, that no discard rule is specified and, consequently, requests are
never lost.

Definition 6. The request delay for an RMA algorithm is the time interval
from the moment of the request generation to the moment of its successful
transmission. The delay δA(K, Λ) is a random variable. We inject a new request
into the system at the randomly chosen slot s, and denote the delay of this
request as δ

(s)
A (K, Λ).

Definition 7. The mean delay (referred to as virtual mean delay in [7]) is
defined as:

DA(K, Λ) � lim
s→∞ E[δ(s)

A (K, Λ)]. (3)

Definition 8. The transmission rate (tenacity) of the algorithm A in the lossless
system is the maximum input rate that can be sustained by the algorithm with
finite request delay:

RA(K) � sup
Λ
{Λ : DA(K, Λ) <∞}. (4)

Definition 9. The capacity of the lossless system is the maximum possible rate
over the class Alossless(K) of the RMA algorithms with K slots per frame:

Clossless(K) � sup RA(K)
A∈Alossless(K)

. (5)

The exact value of the capacity is not yet established. However, the best known
upper bound on the capacity Clossless(1) was established in [14] and is shown
to be Clossless(1) = 0.587. The best known part-and-try RMA algorithm was
proposed in [17] and its rate is Rpt = 0.487. In subsequent years it was slightly
improved, but the core idea of the algorithm remained unchanged.

Notice again, that the rate value characterizes the behavior of an RMA al-
gorithm, whereas the capacity gives the ultimate performance threshold for the
entire lossless system.

4.3 User Grouping Analysis

Here we concentrate on showing that the grouping of users does not increase the
ultimate measure of the system performance, namely, its capacity. The below
arguments may be repeated similarly for both lossy and lossless types of the
system. Below we demonstrate the proof for the lossless system, but omit the
lower ’lossless’ index at A and C as redundant.
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1. Firstly, consider the RMA system without the framing structure. The system
time is divided into equal slots and a user is restricted to start its request trans-
mission in the beginning of a slot.The RMA algorithmA in this systemAslotted

may again be defined as a rule that allows a user with a pending request to de-
terminewhether it should transmit this request in the following slot s.The feed-
back of the user transmission is available by the beginning of the next slot s+1.

2. Now we additionally divide the system time into frames with each frame
comprising some integer and constant number of slots K. However, the feed-
back is still available after each slot. It is assumed that all the system users
monitor the system activity from the start of its operation. Therefore, all
the users determine the situation in each slot similarly and the introduction
of frames neither improves nor degrades the system performance. The con-
clusion we draw from this fact is that the set of all the RMA algorithms
for this system Aframed coincides with the set of algorithms for the slotted
system, that is Aframed = Aslotted � A(1). Analogously to the Definition 9
we define the capacity of the framed system as C(1) � sup RA(1)

A∈A(1)

.

3. We change the feedback availability for the framed system and let a user
know the consequences of a request transmission only in the beginning of
the next frame, that is, once in K slots. An alternative system with ’delayed’
feedback was considered in [18]. We define the RMA algorithm A for this
systemA(K) as before and conclude that with the restriction on the feedback
availability the set of all possible RMA algorithms is narrowed in comparison
to the respective set for the framed system, which yields A(K) ⊂ A(1).

From the above and the two definitions of capacity C(1) and C(K) (5) it
immediately follows that C(K) ≤ C(1).

4. To any algorithm A from the set A(1) an algorithm A∗ may be put into
correspondence that belongs to A(K), such as RA∗ = RA. For this it is
sufficient to split all the users of the framed system into K equal groups
and restrict the slots available for each group to one slot per frame. For
instance, group number one monitors and transmits in the first slot of each
frame, group number two - in the second, etc. Therefore, for each group
the feedback is available at the beginning of the next slot, dedicated to this
particular group, which corresponds to the slotted system.

5. Fromthedefinitionof the capacity and theabove (see 3, 4) it follows thatC(1) =
C(K), that is, the capacity does not change for the framed system. Moreover,
when all the system users are already split into equal groups with L slots for
each of them, the capacity does not change either, i.e. C(1) = C(L) = C(K).
We conclude that the grouping of users leaves the system capacity unchanged.

5 Finite User Population

In this section we address the contention-based polling performance in the frame-
work of the model from Section 3 for a practical case of the finite number of
users M . We narrow the set of all the RMA algorithms to one algorithm which
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is specified by IEEE 802.16 standard. This algorithm is the truncated binary
exponential backoff (BEB), which steps may be summarized as follows.

5.1 Truncated Binary Exponential Backoff Algorithm

Rule 1.1. If a new bandwidth request arrives to a user in the frame t − 1
and this user has no other pending requests, it transmits the request in the
frame t (transmission attempt). The slot for the request transmission is sampled
uniformly from the number of contention slots dedicated to the group the user
belongs to. Notice, that in case of broadcast polling the user may choose between
all the contention slots K of the frame t, whereas in case of multicast polling
the choice is narrowed to L slots of the respective multicast group.

Rule 1.2. If a request is ready for retransmission at the beginning of the frame
t at its i-th retransmission attempt (i > 0), a user chooses a number (backoff
counter) in the range {0, 1, . . . , 2min(m,i)W − 1} uniformly, where W and m
are the parameters of the BEB algorithm, named initial contention window and
maximum backoff stage respectively and i is the number of collisions this request
suffered from so far. The user then defers the request retransmission for the
chosen number of slots, accounting only for the slots dedicated to its group.

Rule 2.1. If, after receiving the feedback from the BS, the user determines that
its last request collided, it increments the collision counter i for this request. If
this counter coincides with the maximum allowable number of retransmission
attempts Q, then the request together with the corresponding data packet is
discarded and the collision counter is reset to i = 0.

Rule 2.2. If, after receiving the feedback from the BS, the user determines
that the (re)transmission of the last request was successful, it resets the collision
counter to i = 0.

5.2 Lossy System

We are interested in the derivation of the BEB algorithm throughput TBEB

for the case of minimum possible delay. The motivation for this is the perfor-
mance evaluation of the delay-critical applications (like VoIP in [13]). In order to
minimize the delay for both broadcast and multicast polling the the maximum
number of retransmission attempts is set to its minimum value, that is Q = 0.
Therefore, the corresponding throughput value is denoted as T 1

BEB, where 1
stands for the single transmission attempt.

Remember, that according to the Bernoulli input flow (see Assumption 8) the
value of y represents the probability of a request arrival to a user in a frame.
The standard does not define any relationship between the parameters W , m
and K. Notice, for example, that if W < L for multicast polling, then some
slots are never used during the first retransmission attempt. For this reason, we
set W = lK

G = lL, where l is a natural number (l ≥ 1), in order to distribute
the retransmission attempts over the available slots for each multicast group
uniformly. In case of no retransmission attempts, l = 1 and m = 0.
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Below we address the throughput T 1
BEB per slot, which is achievable by the

transmission in the contention slots for both broadcast (G = 1) and multicast
(G > 1) polling. Following the approach from [19] we establish the following:

T 1
BEB(G, y) =

G

K

N∑

k=0

(
N
k

)
yk(1− y)N−k

min(k,L)∑

i=0

iP (i, k, L), (6)

where P (r, k, L) is the probability that r stations out of k active (with at least
one pending request) successfully transmit in a frame that comprises K slots.
Denote by F (r, k, L) the total number of ways to put k balls into L boxes,
conditioning on the fact that exactly r boxes contain one ball. This number may
be computed recursively by the following expressions:

F (0, 0, L) = 1, F (0, k, 0) = 0, F (0, k, L) = Lk −
min(i,L)∑

i=1

F (i, k, L), k > 0,

F (r, k, L) =
(

k
r

) (
L
r

)
r!F (0, k − r, L− r), 0 < r ≤ min(k, L). (7)

Thus, the conditional probability P (r, k, L) equals to:

P (r, k, L) =
F (r, k, L)

Lk
. (8)

Fig. 2 demonstrates the function T 1
BEB for different number of groups G,

K = 8 and M = 40. We observe that multicast polling outperforms broadcast
polling for small input rates y, whereas the situation reverses for moderate and
high input rates. We also notice that the gap between the cases with G = 1 and
G = 8 is the most significant and shows the maximum possible gain/loss from
the use of either of polling techniques. We plot the dependence of this maximum
gain/loss on the input rate in Fig. 3.

We conclude that despite the fact that the use of multicast or broadcast polling
demonstrates a throughput trade-off for different values of request arrival rate,
the maximum possible gain/loss is negligible in comparison to the achievable
throughput. Therefore, it is not reasonable to split users into multicast groups
for the considered minimum delay case (Q = 0), as the gain is minor, but IEEE
802.16 overhead increases as the number of groups grows [1].

The result given by (6) may alternatively be obtained with the following
approach, one similar to which was first addressed in [20]. In each slot at most
one request may be transmitted. We introduce a random variable Z(i) that is
equal to 1 in case of success in the slot i and is equal to 0 otherwise. Notice, that
as the number of users in each group is constant and the users are independent,
it is sufficient to obtain the expectation of the sum Z(i) over L for one group
only. Clearly, this expected value gives the sought throughput T 1

BEB, that is:

T 1
BEB =

E[
L∑

i=1

Z(i)]

L
= E[Z(i)]. (9)
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Fig. 2. Contention-based polling efficiency in case of no retransmissions
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Fig. 3. Maximum gain/loss of the broadcast polling

The expected value of Z(i) represents the probability of the success in a slot,
which happens iff one of N users in a group choses this slot for the request
transmission, yielding:

T 1
BEB = E[Z(i)] = Pr{Z(i) = 1} =

yN

L
(1 − y

L
)N−1. (10)

We notice that the above closed-form expression gives exactly the same result
as (6). Additionally, by calculating the first derivative of (10) for y and imposing
it equal to 0, we establish the ’optimal’ value of the input rate y that results in
the maximum throughput value as:
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y0 =
L

N
. (11)

The demonstrated approach allows the derivation of a closed-form expression
for the maximum broadcast polling gain/loss function (depicted in Fig. 3) as
follows:

f(y) =
yM

K
(1 − y

K
)M−1 − yN

L
(1− y

L
)N−1. (12)

5.3 Lossless System

We continue the performance evaluation of the system with finite number of
users M under the assumptions given in Section 3. To get a deeper insight into
the limitations of the BEB algorithm operation we set the maximum number of
request retransmissions Q infinite. This way a request is never discarded and no
data packet losses are possible in the system. We are interested in obtaining the
rate of the BEB algorithm in the finite population lossless system RBEB.

We introduce the stochastic process c(s) that represents the value of the ran-
domly sampled backoff counter at time s given that the number of collisions
suffered by a request so far is b(s). A discrete and integer time scale is also
adopted, where s and s+1 correspond to the start times of two successive slots.
We demonstrate our approach for broadcast polling as the example. All the be-
low derivations may be generalized for the case of multicast polling with N users
per group.

We notice, that according to the BEB rules described in Section 5.1 a user
after its (re)transmission attempt does not start the backoff process immedi-
ately, but rather waits for the beginning of the next frame. Assume, that the
(re)transmission attempt occurs in slot s in the frame that consists of K slots.
Therefore, the user waits K − s slots before resuming the backoff procedure. At
its every retransmission attempt a user may be regarded as choosing the frame
to retransmit in first and then choosing one of K slots in this frame. Thus, the
number of slots before the (re)transmission in a frame is sampled uniformly in
the range [0, . . . , K−1]. Denote the waiting time counter as a(s), which accounts
for the slots after the (re)transmission attempt by a user and before the start of
the next frame.

The considered stochastic process represents a Markov chain analogous to one
described in [11] and [21], but with the addition of K − 1 idle states, which cor-
respond to the possible waiting time counter values. The transition probabilities
for these additional states may be computed as follows:

Pr{a(s + 1) = k − 1 |a(s) = k } = 1, k = 1, . . . , K − 1, (13)

Pr{a(s + 1) = k |b(s) = 0} =
1
K

, k = 1, . . . , K − 1.

Let bi,j = lim
s→∞ Pr{b(s) = j, c(s) = i}, ak = lim

s→∞Pr{a(s) = k}, where

i = {0, . . . , m}, j = {0, . . . , 2iW − 1} and k = 1, . . . , K − 1 is the stationary
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distribution of the considered Markov chain. As the probability of a (re)

transmission attempt in a slot is equal to
m∑

i=0

bi,0, we establish:

ak =
k

K − k

m∑

i=0

bi,0 ⇒
K−1∑

k=1

ak =
K − 1

2

m∑

i=0

bi,0 =
K − 1

2
· b0,0

1− pc
, (14)

where pc is the conditional collision probability, which is equal to the probability
that at least one of the remaining M − 1 users (re)transmits:

pc = 1− (1 − pt)M−1. (15)

Accounting for the normalization condition:

1 =
m∑

i=0

2iW∑

j=1

bi,j +
K∑

k=1

ak, (16)

we notice that the first term is given in [11]. Summarizing, the probability pt

that a user (re)transmits in a randomly chosen slot is readily obtained as:

pt =
m∑

i=0

bi,0 =
2 (1− 2pc)

(1− 2pc) (W + K) + pcW (1− (2pc)
m)

. (17)

Equations (15) and (17) represent a nonlinear system with two unknowns pc

and pt, which may be solved numerically. The resulting RBEB value is finally
given by the probability of one (re)transmission in a slot:

RBEB = Mpt(1− pt)M−1. (18)

The above approach allows the derivation of the optimal (re)transmission
probability value that gives the maximum BEB algorithm rate over all possible
pairs of (W, m). It may be shown that this maximum value is reached for m = 0.
Below we consider the optimal system in more detail.

Substituting m = 0 into (17) we obtain that pt = 2
W0+K , where W0 is the

optimal initial contention window value. Notice that (18) closely resembles the
expression (10), which is maximized for yN

L = 1. Therefore, the expression (18)
itself is maximized for Mpt = 2M

W0+K = 1. Finally, W0 is obtained as 2M −K,
or, accounting for the possible grouping of users:

W0 = 2N − L. (19)

It should be emphasized, that the rate of the optimized BEB algorithm with
m = 0 and W0 gives precisely the same value as calculated by (10) for the
lossy system. However, the usage of the optimal initial contention window W0

in IEEE 802.16 standard is not straightforward, as it may not be an integer
power of two. For this reason we depict the BEB rate for various values of m
and different initial contention windows in Fig. 4. We see, that for the example
system with M = 40, K = 8 and broadcast polling, W0 = 72. The BEB rate
given by W = 32 and m = 2 is almost as high as the optimal one. Summarizing,
our approach allows the optimization of BEB parameters in terms of the highest
achievable rate.
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5.4 Numerical Results

Here we provide some simulation results that are used to make final conclu-
sions on broadcast and multicast polling efficiency. In Fig. 5 we demonstrate
the throughput of the system, where the maximum number of retransmission
attempts is set to some natural number, that is, Q ≥ 1. Therefore, this sys-
tem represents the intermediate case between those discussed in Section 5.2 and
Section 5.3.
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We see that for all the values of Q the throughput converges to the value
indicated by (18) and (10). However, the convergence is faster for the greater Q
value as less requests get discarded. An important conclusion from this is that
regardless of the considered system (lossy or lossless) the performance measure
of the BEB algorithm is unchangeable, i.e. T 1

BEB = T Q+1
BEB � TBEB and TBEB =

RBEB.

6 Conclusion

In this paper we firstly considered user grouping for the infinite population model
and showed that the RMA system capacity remains unchanged. Additionally, we
introduced the lossy and lossless system types for which the performance of the
BEB algorithm was investigated. Using various analytical techniques, it was
demonstrated that the BEB throughput in the lossy system coincides its rate in
the lossless one. An important optimization of the BEB parameters was shown
and its application in IEEE 802.16 standard was discussed.

The conclusion we make is that multicast polling gain over broadcast polling
for the practical scenarios with symmetric grouping, where the groups have equal
size and the BEB parameters are the same for each group is minor and decreases
as the user population grows. However, to support the QoS requirements, another
grouping may be applied, with different BEB parameters and/or unequal group
sizes. The contention-based polling performance for these scenarios is subject to
a separate investigation, but the demonstrated approaches remain, nevertheless,
applicable.
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Abstract. In this paper, we provide a performance model and viable evaluation
for the Adaptive Modulation and Coding (AMC) used in High Altitude Platforms
(HAP) based HSDPA/UMTS telecommunication networks. We incorporate the
HAP channel model into a new queueing model which is able to capture most
of the features of wireless communications, such as traffic-burstiness, channel
fading, channel allocation policy, etc., in an integrated way. In a case study we
validate the model with the use of ns-2 simulator and also present numerical
results to evaluate the impact of the HAP environment on the performance of
HSDPA user terminal categories.

1 Introduction

High Altitude Platforms are defined as airships or aircrafts, which are designed to au-
tonomously fly in the stratosphere at altitudes normally between 17 and 22 km. They
can be utilized to provide wireless communications infrastructure. The International
Telecommunications Union (ITU) has allocated two bands of mm-wave frequencies
(47-48 GHz and 28-31 GHz) for Broadband Fixed Wireless Access (BFWA) services
from HAPs.

High Altitude Platforms based communications are very important and highly com-
plementary to satellite systems, current wireless systems and terrestrial networks in the
fully converged IP based networks. There have been proposals and attempts (c.f.: the
European Union supported projects such as HELINET, CAPANINA1 and COST 2972)
to define HAP telecommunications network architectures and protocols [1,2,3]. In these
projects, the HAP-based telecommunication architecture is proposed in a such way that
it can be harmonized and coexisted with the existing solutions and the evolution of
wireless and core network concepts.

1 http://www.capanina.org
2 http://www.hapcos.org
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An unprecedented success of the second-generation wireless systems has already
been witnessed. Great efforts have been spent by the research community and the stan-
dards organisations (ETSI, ITU-T, 3GPP, EU ACTS and IST projects) for the definition
of a radio interface and network architectures for the third-generation (UMTS) wireless
networks in order to support a wide range of services from voice and low-rate data up to
high-rate data services, including multimedia services, and circuit- and packet-oriented
services to anyone, anytime, anywhere. The foreseen evolution of wireless and core net-
work concepts would integrate and reuse the network elements of the second-generation
wireless networks in order to reduce the cost to the users. Moreover, UMTS as a rep-
resentative of International Mobile Telecommunications-2000 (IMT-2000 family), is
offering wide/broadband services to mobile users. The International Telecommunica-
tions Union (ITU) has endorsed the use of High Altitude Platforms (HAPs) to carry
base stations for the provision of UMTS wireless services. From the Radio Frequency
(RF) perspective, HAP-based communications have been assigned the same spectrum
as that of the terrestrial UMTS [4].

High Speed Downlink Packet Access (HSDPA) was introduced by the 3rd Genera-
tion Partnership Project (3GPP) to satisfy the demands for high speed data transfer in
the downlink direction in UMTS networks. HSDPA is based on the AMC (Adaptive
Modulation and Coding) scheme, extensive multicode operation and a retransmission
strategy, which aims at an efficient exploitation of the wireless interface. The AMC is
motivated by the fact (or assumption) that the stochastic behaviour of the wireless chan-
nel cannot be influenced. The technology should adapt to the behavior of the wireless
channel in order to get an efficient transport of useful information. Note that there exist
previous works to evaluate the performance of AMC in HAP-based networks, but that
evaluation was performed using discrete event simulation [2].

In [5], we have provided the first analytical model (a generalized Markovian queue
with varying number of servers) for HSDPA terminal in the terrestrial UMTS wireless
networks. The analytical model was suitable to the problem that was tackled therein,
since (i) traffic correlations and burstiness can be represented by Markov modulation
and by the use of Compound Poisson Processes (CPP), (ii) channel conditioning due
to fading and the resulting CQI can be represented by a finite-state first-order Markov
chain Z , (iii) dynamic channel allocation policy is represented by varying c servers in
the queuing model, modulated by an independent Markov process U .

The contributions of this paper include (a) the application of the model to the current
problem (i.e.: performance of HSDPA in the HAP environment and investigation of
some interesting phenomena related to the HAP environment), (b) the validation of
our model with a detailed simulation of the system using real traffic traces and fading
behaviour, (c) in this respect we also show that the Compound Poisson Processes (CPP)
and the simple parameter estimation of the CPP from real traffic trace can serve as input
parameters for the performance estimation of HSDPA.

The rest of the paper is organized as follows. In Section 2, an overview of HSDPA
operation is given. In Section 3 a new analytical model is proposed in this context.
Validation and numerical results are presented in Section 4. Finally, Section 5 concludes
the paper.
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2 HAP UMTS/HSDPA Operation

The use of HAP for UMTS is straightforward if the the HAP platforms carry and per-
form the Node-B and/or RNC functionality on board as shown in Figure 1.

RNC+Node-B RNC+Node-B

RNC

RNC
NodeB

NodeB

UEUE
UE

Iu

Access Network Domain Core Network

UE

Fig. 1. RNC and Node-B on board, in HAP-based UMTS networks

In the implementation of HSDPA, several channels are introduced. The transport
channel carrying the user data, in HSDPA operation, is called the High Speed Downlink
Shared Channel (HS-DSCH). The High Speed Shared Control Channel (HS-SCCH),
used as the downlink (DL) signaling channel, carries key physical layer control infor-
mation to support the demodulation of the data on the HS-DSCH.

The uplink (UL) signaling channel, called the High Speed Dedicated Physical Con-
trol Channel (HS-DPCCH), conveys the necessary control data in the UL. User Equip-
ment (UE) sends feedback information about the received signal3 quality on HS-
DPCCH. That is, the UE calculates the DL Channel Quality Indicator (CQI) based
on the received signal quality measured at the UE. Then, it sends the CQI on the HS-
DPCCH channel to indicate which estimated transport block size, modulation type and
number of parallel codes (i.e.; physical channels) could be received correctly with a
reasonable (less than the maximum permissible) block error rate in the DL. The CQI
is integer valued, with a range between 0 and 30 (cf. [6,7]). The higher the CQI is, the
better the condition of the channel and more information can be transmitted.

To enable a large dynamic range of the HSDPA link adaptations and to maintain a
good spectral efficiency, a user may simultaneously utilize up to 15 codes of SF 16
(physical channels) in parallel. The available code resources are primarily shared in
the time domain but it is possible to share the code resources using code multiplexing

3 In wireless communications, the quality of a received signal depends on a number of factors –
the distance between the target and interfering base stations, the path-loss exponent, shadow-
ing, channel-fading and noise.
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as well. The relationship between modulation, the number of allocated codes and the
maximum throughput is illustrated in Table 1.

Fast scheduling and link adaptation are then performed promptly, depending on the
active scheduling algorithm and the user-prioritisation scheme employed by the base
station (Node B). In HSDPA, the AMC dynamically changes the Modulation and Cod-
ing Schemes (MCS) in subsequent frames, in order to achieve high throughput on fading
channels.

Table 1. Modulation and max throughput when 5,10,15 codes are allocated for a specific user

Modulation Effective Max. throughput Mbps
code rate 5 codes 10 codes 15 codes

QPSK 1/4 0.6 1.2 1.8
QPSK 2/4 1.2 2.4 3.6
QPSK 3/4 1.8 3.6 5.4

16 QAM 2/4 2.4 4.8 7.2
16 QAM 3/4 3.6 7.2 10.7

3 Performance Evaluation of HSDPA in the HAP Environment

3.1 An Integrated Analytical Performance Model

We consider the wireless connection with an ideal feedback channel between any spec-
ified wireless user and its Node-B located in HAP. We assume the UE categories speci-
fied in [7] are to be used in the HAP environment. The features of the proposed queueing
model are as follows:

– The packet arrival process is a MMCPP (Markov Modulated Compound Poisson
process) process (at the transport block level). The arrival process is thus inherently
modulated by a continuous time, irreducible Markov process, X , with NX states
(i.e. phases of modulation). Such a traffic model can accommodate both inter- ar-
rival correlations and traffic-burstiness. Let QX be the generator matrix of X . In
the modulating phase i, the parameters of the Generalized Exponential (GE)4 inter-
arrival time [8] distribution of the packet arrival stream are (σi, θi). That is, the
inter- arrival time probability distribution function is 1− (1− θi)e−σit, in phase i.
Thus, the arrival point-process can be seen as batch-Poisson, with batches arriving
at each point having geometric size distribution. Specifically, the probability that a
batch is of size s is (1 − θi)θs−1

i , in phase i.
– Servers in the queueing model correspond to multicodes allocated for the specific

UE that is under consideration, in this study. In HSDPA a user may simultaneously
utilize up to 15 codes (physical channels) in parallel. The available code resources

4 The GE [8,9] is the only distribution that is of least bias, if only the mean and variance are
reliably computed from the measurement data. It will be shown that the GE is accurate enough
to model Internet traffic (i.e.: GE parameters are estimated from the captured Internet traffic)
and to be used for the performance evaluation in telecommunication systems.
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are primarily shared in the time domain but it is possible to share the code resources
using code multiplexing too. The number of codes allocated to a specific UE de-
pends on the channel condition (signalled by the received CQI value) and also the
applied scheduling (channel allocation) algorithm. The number of available servers
is thus varying. This is represented as the number of servers being modulated jointly
by the Markov chains Z and U . U is the Markov chain that represents the channel
allocation for the specified user. NZ and NU are the number of states, and QZ and
QU are the generator matrices of Z and U , respectively.

– L is the buffer size at Node-B which can be finite or infinite.

The entire system is thus modulated by a single Markov process which is the result of
the combination (resultant generator matrix actually obtained by the Kronecker sum of
the individual generator matrices) of the three independent Markov modulations: (i) the
modulating process (X) of the arrival traffic, (ii) the Markov process (Z) characterizing
the fading channel behavior, and (iii) the Markov process (U ) representing the channel
allocation policy. The entire system now can be modeled by a special variant of the
MM

∑K
k=1 CPPk/GE/c/L G-queue presented in [10]. This variant has the property of

varying number of servers. The steady state solution of the system can be obtained using
the methodology in [10].

3.2 A HAP Channel Model

Due to operating environment, wireless signals from HAP are affected by environments
such as rain attenuation, scattering, etc. In order to characterize the channel behavior in
the HAP environment we proceed as follows.

The instantaneous signal-to-noise ratio (SNR) is defined as Γ = R2

BW× N0
, where

BW is the bandwidth, N0 is the one-sided power spectral density of the noise and
R denotes the fading amplitude. Without the loss of generality, BW × N0 = 1 is
assumed, then the SNR now is equal to the power of the signal with its average value is
Γ̄ = E[R2] (cf. [11]). Then the relation between the probability density function of Γ
and fR(r) – the probability density function of R– is given as follows5

fΓ (γ) =
fR

(√
γ
)

2
√

γ
. (2)

Following Loo’s model [12], the amplitude of the received signal is obtained from the
sum of the line-of-sight (LOS) component and the multipath component. The LOS path
component follows the lognormal distribution with mean α (in dB relative to LOS) and
standard devition Ψ (dB), while the multipath component is characterized by Rayleigh
fading with its average power MP (in dB relative to LOS). Therefore, its probability
density function is given by [12]:

5 Ψ is a random variable with the probability density function fΨ (x). Define random variable
Υ = g(Ψ), where g is an invertible function (i.e: Ψ = h(Υ )). Then the probability density
function of Υ is

fΥ (y) = h′(y)fΨ (h(y)) (1)
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fR(r) =
r

b0

√
2πd0

∫ ∞

0

1
z

exp
[
− (ln z − μ)2

2d0
− r2 + z2

2b0

]
I0

(rz

b0

)
dz (3)

where μ, d0 and b0 are related to α, Ψ and MP as:

α = 20 log10(e
μ), Ψ = 20 log10(e

√
d0), MP = 10 log10(2b0) (4)

Using (2), the pdf (probability density function) of the SNR is obtained as:

fΓ (γ) =
1

2b0

√
2πd0

∫ ∞

0

1
z

exp
[
− (ln z − μ)2

2d0
− γ + z2

2b0

]
I0

(√γz

b0

)
dz (5)

The Level Crossing Rate (LCR) is defined as the expected rate at which the envelope
r crosses a specific level R with positive slope ([13]):

ℵR(rth) =
∫ ∞

0

ṙg(rth, ṙ)dṙ (6)

where ṙ is the time derivative of the signal envelope and g(rth, ṙ) is the joint pdf of
the envelope and its derivative ṙ computed when r equals the threshold level rth. It is
straightforward to show that ℵΓ (r2

th) = ℵR(rth).
For the slowly varying LOS, the LCR for Loo’s model is derived in [13] using the

pdf-based approach:

ℵΓ (γth) =
√

βγth

π2b0

√
d0

exp
(
− γth

2b0

) ∫ ∞

0

1
z

exp
[
− (ln z − μ)2

2d0

]

∗ exp
(
− z2

2b0

) ∫ π/2

0

cosh
(√

γthz cosx

b0

){
exp [−(εz sin x)2]

+
√

πεz sin (x)erf(εz sin x)
}
dxdz (7)

where cosh(.) is the hyperbolic cosine, erf(.) is the error function given by

erf(y) =
2√
π

∫ y

0

exp (−x2)dx.

Others parameters are derived from the material in [13] with some simplifications:

β = 2b0f
2
d (π2 − 8)

ε =
2√

b0(π2 − 8)

where fd is the mobility-induced Doppler spread.
The popular model for HAP communications divides the channel behavior (between

the HAP and ground terminal) into three states [14]. The channel is in the LOS state
when the ground terminal and HAP are in the LOS condition. The second state repre-
sents the lightly shadowed channel condition, while the third state represents the chan-
nel condition of deep shadow. The fading amplitude of the received signal in each state
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follows the Loo distribution with different {α, Ψ, MP} triplets. Then the instantaneous
SNR of the channel can be modeled as independent random variables A, B, C for the
three states, respectively. Denote PA, PB and PC as the occurrence probabilities of LOS
(A), shadowed (B) and blockage (C) states, respectively. Then the mixed pdf (probabil-
ity density function) of the SNR can be given as:

fmix(γ) = PAfA(γ) + PBfB(γ) + PCfC(γ) (8)

and the mixed LCR can be obtained as:

ℵmix(γth) = PAℵA(γth) + PBℵB(γth) + PCℵC(γth) (9)

Since the CQI integer value sent by UE varies between 0 and 30, we partition the
range of the SNR into NZ = 31 intervals and use a continuous time first-order Markov
chain Z of NZ states to characterise the fading channel (that is, the SNR in state i (de-
noted by Si) is associated with γ ∈ [γi, γi+1). Note that γ1 = 0, γNZ+1 = ∞ dynam-
ics. Each interval corresponds to a CQI value reported by a specific UE to its Node-B.
The CQI corresponding to the fading channel state Si is i − 1, for i = 1, 2, . . . , NZ .
These NZ intervals (partitions) are determined based on the equation between CQI and
SNR [15]:

CQI =

⎧
⎪⎨

⎪⎩

0, SNR ≤ −16
�SNR

1.02 + 16.62	, −16 ≤ SNR ≤ 14
30, SNR ≥ 14

(10)

The elements of the generator matrix, QZ , can be determined as follows

QZ(k, k + 1) = ℵk+1/πk (k = 1, 2, . . . , 30)
QZ(k, k − 1) = ℵk/πk (k = 2, 3, . . . , 31) (11)

The level crossing rate (ℵn) of mode n (the AMC mode n is chosen when the channel
is in state Sn) is obtained using equation (9) as ℵn = ℵmix(γn), n=1, 2,..., 31, and

πk =
∫ γk+1

γk

fmix(γ) dγ. (12)

4 Numerical Study

We assume that data is transferred from the network to a specified UE (with NU = 1
assumed), which means the number of allocated channels to a UE depends only on the
channel state (i.e. the state of process Z). The queuing capacity at the Node-B of this
specified UE is assumed to be 150. Traffic is assumed to follow the GE distribution with
parameter pair (σ = 151.360101(1/sec), θ = 0.544786), which are estimated from the
Auckland traffic trace [16], based on the method of moment matching. It is worth em-
phasizing that the service parameter for each UE category is determined based on the
statistical data of the length of data packets from the trace and the transfer data unit of
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each UE specified in [6,7]. The channel parameters in Table 4.1 for the study are based
on the result reported in [17], which have been calculated from part of the ESA/ESTEC
(European Space Agency) LMS measurement database. Thus, we can calculate the nec-
essary parameters for our analytical evaluation. From Table 4.1 and the traveling speed
of UEs (which have impact on the Doppler spread), we can have the summary of the
statistics of the reported CQI values from UE in Table 3.

4.1 Validation with Detailed Simulation

To validate our model, we compare the results obtained by the simulation with those
obtained by our analytical model. The starting point of our investigation is to mod-
ify the ns-2 based EURANE simulator (http://www.ti-wmc.nl/eurane/), which was de-
signed to simulate HSDPA. The first modification in the code was performed to feed
the EURANE simulator with the Auckland traffic trace. The second modification was
done in order to incorporate the HAP channel model presented in Section 3.2. In Fig-
ure 2 we present results related to UE category 10 (similar results are obtained for other
categories). It can be observed that our model can provide a good estimate for the per-
formance of the UE categories.

Table 2. Model parameters for different elevations and different channel condition (A: LOS, B:
intermediate shadow and C: Deep shadow)

Elevation Urban, hand-held antenna Suburban, car roofted antenna
α Ψ MP Occurrence α Ψ MP Occurrence

(dB) (dB) (dB) prob. (dB) (dB) (dB) prob.
10 A -0.7 1.9 -38.3 0.0496 -0.1 0.5 -19.0 0.4389

B -18.4 8.6 -14.7 0.1397 -8.7 3.0 -12.0 0.2599
C -24.4 9.4 -23.9 0.8107 -12.1 6.0 -25.0 0.3012

20 A 0.7 2.1 -25.5 0.0018 0.0 1.5 -25.0 0.6666
B -10.0 4.9 -23.3 0.1058 -6.3 3.5 -20.0 0.1609
C -25.3 7.9 -26.5 0.8924 -9.0 5.0 -21.0 0.1725

30 A 0.4 2.5 -34.0 0.1215 -0.5 1.0 -15.0 0.7467
B -11.5 5.4 -16.0 0.2726 -4.7 1.5 -19.0 0.1511
C -19.2 7.0 -22.0 0.6059 -7.0 3.0 -20.0 0.1022

40 A -0.2 1.0 -32.9 0.0219 -0.3 1.5 -14.0 0.1626
B -8.6 3.8 -16.1 0.1403 -4.5 1.0 -21.0 0.7642
C -15.1 2.6 -16.0 0.8378 -7.1 2.0 -21.0 0.0732

50 A 0.0 0.5 -34.5 0.0602 -0.5 1.0 -17.0 0.0275
B -6.1 2.7 -17.0 0.2739 -6.5 2.5 -17.0 0.7611
C -13.0 4.3 -17.7 0.6660 -14 2.5 -20.0 0.2114

60 A 0.1 1.9 -27.2 0.0669 -1.0 1.0 -15.0 0.0634
B -6.9 2.2 -18.6 0.2863 -6.0 2.5 -17.0 0.5337
C -13.1 4.2 -19.7 0.6468 -10.2 4.0 -15.0 0.4029

70 A -0.7 1.8 -25.1 0.0040 -0.2 0.5 -15.0 0.0000
B -5.7 1.0 -23.8 0.1680 -6.0 2.1 -17.0 0.8956
C -12.7 3.2 -20.2 0.8280 -11.5 2.0 -20.0 0.1044



318 T.V. Do, N.H. Do, and R. Chakka

Table 3. Average of CQIs vs elevation angles

Elevation Average CQI
(degree) Suburban area Urban area

5km/h 50 km/h
10 14.322561 4.548156
20 15.215819 2.879117
30 19.258761 7.625977
40 17.093137 8.51484
50 16.110073 11.339293
60 13.116639 11.060468
70 13.53116 9.932253
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Fig. 2. Validation of analytical results with simulation (throughput in Mbps)

4.2 Impact of the Elevation of the HAP

In what follows the impact of the elevation of the platform on the throughput of the UEs
is investigated. In Figure 3, we compare the throughput of different UE categories in a
suburban environment with the elevation angle of 20o, UE traveling speed of 50km/h is
assumed and normalized LOS ranges from 4dB to 10dB. It is observed that higher UE
categories cannot provide advantage for the subscribers in this environment.

Figure 4 plots the throughput of UE 10 versus the elevation angle for an urban area
with traveling speed of 3km/h (pedestrian user) and a suburban area with traveling speed
of 50km/h (subscribers traveling in a car). The behavior of the curves can be explained
by the characteristic of the reported values of CQI (see Table 3). It worth emphasizing
that the intention of Figure 4 is not to compare the throughput of UE traveling at dif-
ferent speeds because the measurement data concerning each traveling speed may not
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reflect the same condition (c.f. [17]). It turns out that subscribers traveling in a car get
approximately stable throughput performance. It is observed that the throughput of a
pedestrian subscriber strongly depends on the elevation angle. For example, when the
elevation angle changes from 10o to 20o, the performance decreases, which can be in-
terpreted when we plot the probability of the CQI as in Figure 5. The good news for
the pedestrian users is that their elevation angle is not changed rapidly due to their low
traveling speed (3 kmph assumed).

Now, let us focus on the impact of traveling at higher speed (we fix the elevation
angle to be at 20o) in a suburban area. In Figure 6, we compare the the throughput
of UE category 3-4, 5-6, and 10 for the traveling speeds of 50km/h and 72km/h. It
can be observed that in low normalized power of LOS, the speed of the 72kmph case
provided higher throughput. However, the increment of throughput curves in 50kmph is
much faster, and those curves exceed the curves of the 72kmph case as expected, when
normalized power of LOS increases.

The throughput with the traveling speed 50 km/h in the urban area is plotted in Fig-
ure 7. It can be observed that the curves pertaining to 20o and 300 as well as the curves
pertaining to 50o and 60o have the same form.

5 Conclusions

We have proposed an analytical model for the HSDPA operation in the High Altitude
Platform (HAP) environment. The model is validated using the EURANE simulator
fed by the Auckland traffic trace. It has been shown that in the HAP environment the
performance experienced by pedestrian users does vary a lot with angle of elevation.
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